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Abstract

Given a fixed finite metric space (V, i), the minimum 0-extension problem, denoted
as 0-Ext[u], is equivalent to the following optimization problem: minimize function
of the form minyey» ) _; fi(x;) + Zij ciju(x;, xj) where f; : V — R are functions
given by fi(x;) = Zvev cvi (X, v) and ¢;j, cy; are given nonnegative costs. The
computational complexity of 0-Ext[u] has been recently established by Karzanov and
by Hirai: if metric p is orientable modular then 0-Ext[u] can be solved in polynomial
time, otherwise 0-Ext[u] is NP-hard. To prove the tractability part, Hirai developed a
theory of discrete convex functions on orientable modular graphs generalizing several
known classes of functions in discrete convex analysis, such as L-convex functions.
We consider a more general version of the problem in which unary functions f; (x;) can
additionally have terms of the form cy,,.; ;(x;, {u, v}) for {u, v} € F, where set F C
(‘2/) is fixed. We extend the complexity classification above by providing an explicit
condition on (i, F) for the problem to be tractable. In order to prove the tractability
part, we generalize Hirai’s theory and define a larger class of discrete convex functions.
It covers, in particular, another well-known class of functions, namely submodular
functions on an integer lattice. Finally, we improve the complexity of Hirai’s algorithm
for solving 0-Ext[u] on orientable modular graphs.
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1 Introduction

Consider a metric space (V, u) where V is a finite set and p is a nonnegative function
V x V — R satistying the axioms of a metric: u(x,y) = 0<& x =y, u(x,y) =
w(y, x), p(x,y) + pu(y,z) > wu(x,z) for all x,y,z € V. We study optimization
problems of the following form:

min f(0. )= i)+ D eijn ) M

i€[n] I<i<j<n

where weights ¢;; are nonnegative. If unary terms f; : V — R are allowed to be
arbitrary nonnegative functions then this is a well-studied Metric Labeling Problem
[22]. Another important special case is when the unary terms are given by

filxi) =) cuiplxi, v) )

veV

with nonnegative weights c¢,;. This is a classical facility location problem, known as
multifacility location problem [33]. It can be interpreted as follows: we are going to
locate n new facilities in V, where the facilities communicate with each other and
communicate with existing facilities in V. The cost of the communication is proposi-
tional to the distance. The goal is to find a location of minimum total communication
cost. The multifacility location problem is also equivalent to the minimum 0-extension
problem formulated by Karzanov [20]. We denote 0-Ext[u] to be class of problems
of the form (1), (2).

Optimization problems of the form above have applications in computer vision and
related clustering problems in machine learning [4, 11, 14,22]. 0-Ext[u] also includes
a number of basic combinatorial optimization problems. For example, the multiway
cut problem on k vertices can be obtained by setting (V, ) to be the uniform metric on
|V| = k elements; it can be solved in polynomial time (via a maximum flow algorithm)
if k = 2, and is NP-hard for k > 3.

We explore a generalization of 0-Ext[u] in which the unary terms are given by

fiGe) = coinlxi,v)+ Y cuin(xi, U). 3)

veV UeF

Here F is a fixed set of subsets of V, ¢y;, cy; are nonnegative weights, and pu(x;, U) =
min, ey 1(x;, v). We refer to this generalization as 0-Ext[u, F]. In the facility loca-
tion interpretation, allowing terms of the form cy; p(x;, U) means that the i-th facility
can be “served” by any of the facilities in U, and it can choose to communicate with
the closest facility to minimize the communication cost.

Note that 0-Ext[u] = 0-Ext[u, &]. Furthermore, 0-Ext[u, 2" ], where 2V =
{U | U C V}is the set of all subsets of V, is the restricted Metric Labeling Problem
[8], which is equivalent to the Metric Labeling Problem [6, Section 5.2].
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1.1 Complexity classifications

The computational complexity of 0-Ext[u] has been established in [15, 20]. The
tractability criterion is based on the properties of graph H,, = (V, E, w) defined as
the minimal undirected weighted graph whose path metric equals w. Clearly, we have

eefore(y)

and w is the restriction of u to E. For brevity, we usually denote the elements of (‘2/)
as xy instead of {x, y}.

In order to state the classification of 0-Ext[u], we need to introduce a few defini-
tions.

VzeV —{x,y}: ulx,y) < pulx,z) + uz, y)}

Orientable modular graphs Let us fix metric u. Fornodes x, y € VletI(x,y) =
1,,(x, y) be the metric interval of x, y, i.e. the set of points z € V satisfying u(x, z) +
w(z,y) = u(x,y). Metric u is called modular if for every triplet x, y,z € V the
intersection I (x, y) N I(y, z) N I(x, z) is non-empty. (Points in this intersection are
called medians of x, y, z.) We say that graph H is modular if H = H,, for a modular
metric K.

Let o be an edge-orientation of graph H with the relation —, on V x V. This
orientation is called admissible for H if, for every 4-cycle (x1, x2, x3, x4), condition
X1 —, X2 implies x4 —, x3. H is called orientable if it has an admissible orientation.

Theorem 1 ([20]) If H,, is not orientable or not modular then 0-Ext[u] is NP-hard.

Theorem 2 ([15]) If H,, is orientable modular then 0-Ext[u] can be solved in poly-
nomial time.!

Our results We extend the classification above to problems 0-Ext[u, F]in which
all subsets U € F have cardinality 2, i.e. F C (‘2/) To formulate the tractability
criterion, we need to introduce some definitions. Let o be an orientation of (H, F),
i.e. each edge of H is assigned an orientation, and each element of F' is assigned an
orientation. We say that o is admissible for (H, F) if it is admissible for H and, for
every {x, y} € F with x —, y, the following holds: if P is a shortest x-y path in H
then all edges of P are oriented according to 0. We say that H is F-orientable modular
if it is orientable modular and (H, F') admits an admissible orientation o. We can now
formulate the main result of this paper.

Theorem 3 If H, is F-orientable modular then 0-Ext[u, F] can be solved in poly-
nomial time. Otherwise 0-Ext[u, F is NP-hard.

To prove the tractability part, we define L-convex functions on extended modular
complexes, and show that they can be minimized in polynomial time. This generalizes
L-convex functions on modular complexes introduced by Hirai in [15, 16].

U In this result p is implicitly assumed to be rational-valued, since p is treated as part of the input. The
same remark applies to later results on VCSPs.
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1.2 Discrete convex analysis

As Hirai remarks, the approach in [15, 16] had been inspired by discrete convex
analysis developed in particular in [13, 27, 28, 30, 32] and [12, Chapter VII]. This is a
theory of convex functions on integer lattice Z", with the goal of providing a unified
framework for polynomially solvable combinatorial optimization problems including
network flows, matroids, and submodular functions. Hirai’s work extends this theory to
more general graph structures, in particular to orientable modular graphs, and provides
a unified framework for polynomially solvable minimum O-extension problems and
related multiflow problems.

We develop a yet another generalization. To illustrate the relation to previous work,
consider two fundamental classes of functions on the integer lattice V = [k] =
{1,2,...,k}: submodular functions and L-convex functions. These are functions
f : [k]" — R satisfying conditions (4) and (5), respectively”

O+ = fEAYN+ FEVy) Vx,y e [k]" (4
O+ = f[iac+n)+r(36c+0]) Vx,y € [k]"  (5)

where all operations are applied componentwise.

If, for example, f(x) = ); fi(x;) + Zij fij(xj —x;), then f is submodular if all
functions f;; are convex, and f is LP-convex if all functions f; and f; ;j are convex. The
class of submodular functions on [k] is strictly larger than the class of L°-functions.
However, L"-convex functions possess additional properties that allow more efficient
minimization algorithms, such as the Steepest Descent Algorithm [24, 29, 31].

The theory developed in [15, 16] covers Lf-convex functions and several other
function classes, such as bisubmodular functions, k-submodular functions [18], skew-
bisubmodular functions [19], and strongly-tree submodular functions [23]. However,
it excludes submodular functions on [k] for k& > 3, which is a fundamental class of
functions in discrete convex analysis. This paper fills this gap by introducing a unified
framework that includes all classes of functions mentioned above.

Algorithms for solving 0-Ext[u] and 0-Ext[u, F] The tractability of 0-Ext[u]
for orientable modular ;« was proven in [ 16] as follows. Given aninstance f : V" — R
Hirai defines a different instance f : (V*)" — R with the same minimum, where
[V*| = O(|V|?). Function ¥ is then minimized using the Steepest Descent Algorithm
(SDA). This is an iterative technique that at each step computes a minimizer of f in
a certain local neighborhood of the current iterate (by solving a linear programming
relaxation). We refer to this technique as the SDA* approach.

We present an alternative algorithm (for tractable classes of 0-Ext[u, F]) that
minimizes function f directly via a version of SDA that we call ¢-SDA (“diamond-
SDA”). Both approaches terminate after O(|V|) steps. However, one step of SDA*
is more expensive than one step of SDA: the LP problem involves up to O (|V*|) =

2 We use a common notation R = RU {00}, Q = QU {00}, Z: = Z U {oo} where 00 is an infinity element
treated as follows: 000 =0,x <00 (x € R),004+x = oco(x € R), x-00 =00(a € R:a > 0). We also
denote R4, Q4+, Z4 to be the sets of nonnegative elements of R, Q, Z, respectively.
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O(|V|?) labels per node in the former approach compared to O(]V|) labels in the
latter approach. Thus, we improve the complexity of solving 0-Ext[u].

Orthogonal generalizations of the minimum O0-extension problem In [16]
Hirai considered the minimum 0O-extension problem on swm-graphs (that general-
ize orientable modular graphs), and defined L-extendable functions on swm-graphs.
Minimizing L-extendable functions on swm-graphs is an NP-hard problem (unless
the graph is orientable modular); however, these functions admit a discrete relax-
ation on an orientable modular graph (which is an L-convex function). The relaxation
can be minimized in polynomial time and yields a partial optimal solution for the
original function. Based on this, Chalopin, Chepoi, Hirai and Osajda [5] obtained a
2-approximation algorithm for the minimum 0-extension problem on swm-graphs.
They also developed the theory of swm-graphs.

In [17] Hirai and Mizutani considered minimum 0-extension problem for directed
metrics, and provided some partial results (including a dichotomy for directed metrics
of a star graph).

1.3 Valued Constraint Satisfaction Problems (VCSPs)

Results of this paper can be naturally stated in the framework of Valued Constraint
Satisfaction Problems (VCSPs). This framework is defined below.

Let us fix a finite set D called a domain. A cost function over D of arity n is a
function of the form f : D" — R. It is called finite-valued if f(x) < oo for all
x € D". We denote dom f = {x € D" | f(x) < oo}. A (VCSP) language over D is a
(possibly infinite) set @ of cost functions over D. Language & is called finite-valued
if all functions f € @ are finite-valued.

A VCSP instance T is a function D" — R given by

20 = D" fiuys - Xoen)- (6)

teT

It is specified by a finite set of variables [n], finite set of terms 7', cost functions
fir + D" — R of arity n, and indices v(t,k) € [n]fort € T,k = 1,....n;. A
solution to 7 is a labeling x € [#]V that minimizes f7(x). Instance Z is called a ®-
instance if all terms f; belong to ®. The set of all ®-instances is denoted as VCSP(®).
Language @ with finite |®| is called tractable if instances in VCSP(®) can be solved
in polynomial time, and NP-hard if VCSP(®) is NP-hard. If |®]| is infinite then ® is
called tractable if every finite ® C @ is tractable, and NP-hard if there exists finite
@’ C & which is NP-hard.

A key algorithmic tool in the VCSP theory is the Basic Linear Programming (BLP)
relaxation of instance Z. We refer to [25] for the description of this relaxation. We
say that BLP solves instance 7 if this relaxation is tight, i.e. its optimal value equals
minyepn f7(x).

The following results are known; we refer to Sect. 6 for the definition of a “binary
symmetric fractional polymorphism”.
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Theorem 4 ([25]) Let @ be a finite-valued language. Then BLP solves @ if and only
if ® admits a binary symmetric fractional polymorphism. If the condition holds, then
an optimal solution of an ®-instance can be computed in polynomial time.

Theorem 5 ([34]) If a finite-valued language ® does not satisfy the condition in The-
orem 4 then ® is NP-hard.

Application to the minimum 0-extension problem Consider again a metric space
(V, n) and subset F' C (‘2/) Foraset U C V letdy : V — {0, oo} be the indicator
function of set U, with 8y (v) = Oiff v € U. For brevity, we write 8. u;} @S Suy..uy -
Clearly, the minimum 0-extension problems introduced earlier can be equivalently
defined by the following languages over domain D = V:

0-Extlu] ={u} U {6,:u € V}
0-Extu, Fl={u} U {,:ueV} U {§y:U € F}

Note that the existence of the dichotomy given in Theorem 3 follows from Theo-
rems 4 and 5 (but not the specific criterion for tractability).>

1.4 Summary of contributions

As described in earlier sections, our first contribution is complexity classification of
0-Ext[u, F] for subsets F C (‘2/) with an explicit criterion for tractability, which is
achieved by generalizing Hirai’s theory of modular complexes to extended modular
complexes. While some of the proofs are relatively straightforward extensions of the
corresponding proofs in [15, 16], there are also a number of proofs where we use
novel techniques. We already mentioned a new ©-SDA algorithm that improves the
complexity of solving the standard O-minimum extension problem. In order to analyze
this algorithm, we introduce new binary operations », v, ¢ for (extended) modular
complexes and establish their properties. Another key technical component that we
use is the notion of f-extremality that we introduce. We believe that these concepts
deepen our understanding of orientable modular graphs.

As our last contribution, we prove that the BLP relaxation directly solves L-convex
functions on extended modular complexes. Previously, this was shown to hold (for
standard modular complexes) only assuming that P 7 NP (see Section 6 in [15]).

The rest of the paper is organized as follows. Section 2 reviews Hirai’s theory and
defines L-convex functions on modular complexes and the SDA algorithm for mini-
mizing them. Section3 generalizes this to L-convex functions on extended modular
complexes and presents &-SDA algorithm. Both sections use the notion of submodular
Junctions on valuated modular semilattices, which are formally defined in Sect. 4. All
proofs missing in Sect.3 are given in Sects. 5 and 6.1; this completes the proof of the
tractability direction of Theorem 3. The NP-hardness direction of Theorem 3 is proven
in Sect. 6.2. Section 7 concludes the paper with a list of open problems.

3 Theorems 4 and 5 are not directly applicable to 0-Ext[u] since 0-Ext[u] is not finite-valued. However,
we can get a finite-valued language by replacing functions §,, : V — {0, oo} with functions 1ty : V — R
defined via py,(x) = wp(x,u). It is not difficult to show that such transformation does not affect the
complexity of 0-Ext[u]. A similar remark applies to 0-Ext[u, F].
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2 Background on orientable modular graphs

Notation for graphs If H is a simple undirected graph and o its edge orientation, then
the pair (H, o) can be viewed as a simple directed graph. We will usually denote this
graph as I' = (Vr, Er, wr). I is called oriented modular, or a modular complex, if
it is an admissible orientation of an orientable modular graph [15, 21].

We let —r be the edge relation of I, i.e. condition # — v means that there is an
edge from u to v in I'. When I' is clear from the context, we may omit subscript I"
and write V, E, w, —, etc. A path (uo, uy, ..., ur) in a directed graph I' is defined
as a path in the undirected version of I, i.e. for each i we must have either u; — u;
or uj+1 — u;. An x-y path in I'' is a path from x € V to y € V. With some abuse
of notation we sometimes view I as a set of its nodes, and write e.g. v € I" to mean
veV.

Orbits For an undirected graph H = (V, E, w) edges e, ¢’ € E are called projec-
tive if there is a sequence of edges (e, e1, . . ., ey) with (eg, e,,) = (e, €') such that
ei, ej11 are vertex-disjoint and belong to a common 4-cycle of H. Clearly, projectivity
is an equivalence relation on E. An equivalence class of this relation in called an orbit
[21]. Edge weights w : E — R.g are called orbit-invariant if w(e) = w(e’) for
any pair of edges e, ¢’ in the same orbit (equivalently, for vertex-disjoint edges e, ¢’
belonging to a common 4-cycle).

Theorem 6 ([1, 21]) Consider undirected graph H = H,, = (V, E, w).

(a) If u is modular then w is orbit-invariant, and path P is shortest in H if and only
if it is shortestin (V, E, 1).

(b) The following conditions are equivalent: (i) H is (orientable) modular; (ii) w is
orbit-invariant and (V, E, 1) is (orientable) modular.

Metric spaces For a weighted directed or undirected graph G = (V, E, w) let ug
and dg (or simply u and d, when G is clear) be its path metrics w.r.t. edge lengths w
and 1, respectively. If graph G is directed then edge orientations are again ignored.

For a metric space (V, u), subset U C V is called convex if I (x, y) € U for every
x,y € U. Note, if G is an orientable (or oriented) modular graph then the definitions
of the metric interval /(x, y) and of convex sets coincide for metric spaces (Vg, i)
and (Vg, dg) (by Theorem 6).

Posets A modular complex I" known to be an acyclic graph [15, Lemma 2.3], and
thus induces a partial order < on V. Partially ordered sets (posets) play a key role in
the study of oriented modular graphs. Below we describe basic facts about posets and
terminology that we use, mainly following [15, 16].

Consider poset £ with relation <. For elements p, g with p < ¢, the interval [p, q]
istheset {x € L| p < x < g}. A chain from p to q of length k is a sequence
up < uyp < ... =< ug with (ug, ux) = (p, q), where notation a < b means thata < b
and a # b. The length r[p, q] of interval [p, ¢] is defined as the maximum length of
a chain from p to ¢. If £ has the lowest element (denoted as 0) then the rank r(a) of
element a € L is defined by r(a) = r[0, a], and elements of rank 1 are called atoms.
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Element g covers p if p < g and there is no element u with p < u < ¢g. The Hasse
diagram of L is a directed graph on £ with the set of edges {p — ¢ | g covers p}, and
the covering graph of L is the corresponding undirected graph.

A pair x, y € L is said to be upper-bounded (resp. lower-bounded) if x, y have a
common upper bound (resp. common lower bound). The lowest common upper bound,
if exists, is denoted by x V' y (the “join” of x, y), and the greatest common lower bound,
if exists, is denoted by x A y (the “meet” of x, y). L is called a (meet-)semilattice if
every pair x, y € £ has a meet, and it is called a lattice if every pair x, y € L has both
a join and a meet. If £ is a semilattice and x, y € £ are upper-bounded then x V y is
known to exist.

A (positive) valuation of a semilattice £ is a function v : £ — R satisfying

v(g) —v(p) >0 Vp,qeL: p=<gq (7a)
v(p) +v(g) =v(pAg)+v(pVag) Vp,q € L: p,q upper-bounded (7b)

In particular, if £ is a lattice then (7b) should hold for all p, g € L. A semilattice with
valuation v will be called a valuated semilattice. We will view the Hasse diagram of
a valuated semilattice £ (and the corresponding covering graph) as weighted graphs,
where the weight of p — ¢ is given by v(g) — v(p) > 0.

A lattice L is called modular if for every x,y,z € L with x < z there holds
xV(yAz)=(xVy) Az Asemilattice £ is called modular [2] if for every p € L
poset ({x € L | x < p}, X) is a modular lattice, and for every x, y, z € L the join
X V y V z exists provided that x V y, y V z, 7 V x exist. It is known that a lattice £ is
modular if and only if its rank function r(-) is a valuation [3, Chapter III, Corollary 1].
Furthermore, a (semi)lattice is modular if and only if its covering graph is modular, see
[35, Proposition 6.2.1]; [2, Theorem 5.4]. The Hasse diagram of a (valuated) modular
semilattice is known to be oriented modular [15, page 13].

Boolean pairs From now on we fix a modular complex I' = (V, E, w). Graph B
is called a cube graph if it is isomorphic to the Hasse diagram of the Boolean lattice
{0, 1}* for some k > 0. A pair of vertices (p, g) of I" is called a Boolean pair if T
contains cube graph B as a subgraph so that p and g are respectively the source and the
sink of B. Let C be the following relation on V: p C q iff (p, ¢) is a Boolean pair in
I'. Wehave p C pforany p € V, and condition p T g implies that p < ¢. Graph I is
called well-oriented if the opposite implication holds, i.e. if relations < and C are the
same. Note that relation C is not necessarily transitive. We write p C g tomean p C g
and p # ¢. Let I'" be the graph with nodes V and edges {p — ¢ |p,q € V, p C q}.
Clearly, I is a subgraph of I'C (ignoring edge weights).

For a vertex p € V define the following subsets of V:

Ll =lgeVip=qg LYD)={geVIig=p) (8a)
LM ={geVIpEq) L,M)={geViqCp} Ly =LE@uL, @ (8b)

When I is clear from the context, we will omit it for brevity (and if I" is not clear, we
may write <r and Cr instead of < and C). We view ET, E; as posets with relation
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<, and ﬁ,i,, E; as posets with the reverse of relation <. Note, if " is well-oriented
then Ejg = E; and £, = L}, for every node p of I'.

Lemma 7 [[15, Proposition 4.1, Theorem 4.2, Lemma 4.14]] Let " be a modular
complex.

(a) If elements a, b are upper-bounded then a Vv b exists. Similarly, if a, b are lower-
bounded then a A b exists.
(b) Consider elements p, g with p < q. Then cl, Li, E;, L, are modular semilat-

tices,and[p, q] = /.3; ﬂﬁi is a modular lattice. Furthermore, these (semi)lattices
are convex in I, and function v(-) defined via v(a) = ur(p, a) is a valid valuation
of these (semi)lattices.

We will always view ET, E},, E;, E; as valuated semilattices, where the valuation
is defined as in the lemma.

L-convex functions Next, we review the notion of an L-convex function on a mod-
ular complex T introduced by Hirai in [15, 16]. The definition involves the following
steps.

o First, Hirai defines the notion of a submodular function on a valuated modular
semilattice L. These are functions f : £ — R satisfying certain linear inequalities.
Formulating these inequalities is rather lengthy, and we defer it to Sect. 4.

e Second, Hirai defines 2-subdivision of T" as the directed weighted graph I'* =
(V*, E*, w*) constructed as follows:

@ set V¥ ={[p,qllpEqk
(i) for each [p, q), [p,q'] € V* with g —r ¢’ add edge [p,q] — [p,q']to T*
with weight w(gq’);
(iii) for each [p’, ¢q1, [p,q]l € V* with p’ — p add edge [p,q] — [p’,q] to T*
with weight w(p’p).

It can be seen that graph (V*, E*) is the Hasse diagram of the poset (V*, ) (which
is the definition used in [16]).* Hirai proves that graph I'* is oriented modular
([15, Theorem 4.3]) and well-oriented ([15, Lemma 2.14]). Consequently, poset
L[;, p](F*) = L',[Tp’ p](F*) is a valuated modular semilattice for each p € V. For
brevity, this poset will be denoted as £}, (I"), or simply as L7,.

e Each function f : V — R is extended to a function f* : V* — R via
f*(p. gD = f(p) + f(@).

e Function f : V — R is now called L-convex on T if (i) subset dom f C V is
connected in '™, and (ii) for every p € V, the restriction of f* to E; is submodular
on valuated modular semilattice L;.

Minimum O-extension problem and L-convex functions Next, we describe the
relation between problem 0-Ext[u] and L-convex functions on I' (where w is an
orientable modular metric and I' is an admissible orientation of H,,).

4 Compared to [15, 16], we chose to scale the weights of graph I'* by a factor of 2. Such scaling will not
affect later theorems.
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If ', I’ are two modular complexes, then their Cartesian product I' x T is defined
as the directed graph with the vertex set Vr x Vi and the following edge set: there
is an edge (p, p') — (¢, ¢q’) iff either (i) p = g and p’ — ¢’, or (i) p’ = ¢’ and
p —r q. The weight of the edge is wr/(p’q’) in the first case and wr(pgq) in the
second case. The n-fold Cartesian product I x ... x I" is denoted as I'”.

A Cartesian product £ x L' of two posets £, £ is defined in a natural way (with
(p,P) < (q,q)iff p < pandq < ¢’). Itis straightforward to verify from definitions
that if £, £’ are modular semilattices then sois £ x £'. If £, £’ are valuated modular
semilattices with valuations v/, v, then £ x £’ is also assumed to be valuated with

the valuation vz, 2/ (p, p') = vo(p) + v (p).

Lemma8 ([15, Lemma 4.7]) Consider modular complexes T,T"’ and element
(p.p) el xI

(a) Graph T x I is a modular complex (i.e. oriented modular).

(b) E‘(’p’p/)(r‘ x T = E;’,(F) X E‘;,(F/)fora e{— +}L

Theorem 9 ([15, Theorem 4.8 and Lemma 4.9]; [16, Lemmas 4.1, 4.2 and P_ropositi9n
4.4]) Consider modular complexes T', I and functions f, f' : T — Rand f :
' xI'" = R

(@) If f, f are L-convex on T then f + f' and ¢ - f for ¢ € Ry are also L-convex
onT.

() If f is L-convex on T and f(p,p') = f(p) for (p,p') € T x I then f is
L-convexonT x T,

(¢) If f is L-convex on T x T and f(p) = f(p, p') for fixed p' € I’ then f is
L-convex on I'.

(d) The indicator function §y : V — {0, oo} of a dr-convex set U is L-convex on T.

(e) Function ur : ' x I' - Ry is L-convexon I" x T.

(f) If f is L-convex on T then the restriction of f to L3 (I) is submodular on L, (")
forevery p e ' ando € {—, +}.

It follows that an instance of 0-Ext[u] can be reduced to the problem of minimizing
function f : I'" — R, n > 1 such that (i) f is L-convex on I'”, and (ii) f(x1, ..., x,)
can be written as a sum of unary and pairwise terms that are L-convexonI" and I" x I,
respectively. This minimization problem is considered next.

Minimizing L-convex functions A key property of L-convex functions is that local
optimality implies global optimality.

Theorem 10 [[15,Lemma2.3]]Let f : V — Rbean L-convex function on a modular
complex T. If p is a local minimizer of f on E?(F), ie. f(p) = minqeﬁg(r) f(q),
then it is also a global minimizer of f, i.e. f(p) = mingev f(q).

This theorem implies that the Steepest Descent Algorithm (SDA) given below is guar-
anteed to produce a global minimizer of f after a finite number of steps.
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Algorithm 1: Steepest Descent for minimizing f : I'" — R

1 pick arbitrary x € dom f

2 while true do

3 compute y* € argmin {f(y) | y € L (")} and y~ € argmin {f(y) | y € L5 (T")}
4 | picky eargmin{f(y)|ye{y . yth

5 if f(y) = f(x) then return x, otherwise update x :=y

By Lemma 8, for x = (x1, ..., x,) we have L (I'") = E;l Ty x...x Lj‘cn (I') for
o € {—, +}. By Theorem 9(f), function f is submodular on L (I""). The result below
thus implies that the two minimization problems in line 3 can be solved in polynomial
time assuming that f is an instance of 0-Ext[u].

T_heorem 11 [15, Theorem 3.9] Consider VCSP instance f : L1 X ... X L, —
R. Suppose that Ly, ..., L, are valuated modular semilattices and function f is
submodular on L = L1 X ... x L,. Then BLP relaxation solves f.

To show that 0-Ext[u] can be solved in polynomial time, a few additional def-
initions and results are needed. Elements p, g of a modular complex I' are said to
be ¢-neighbors if p, q € [a, b] for some a, b with a £ b. Equivalently, p, g are ©-
neighborsif p Ag, pVvgexistand pAg E pVg.Let I'® be an undirected unweighted
graph on nodes VT such that p, ¢ are connected by an edge in I'® if and only if p, ¢
are ¢O-neighbors. This graph is called a thickening of I'. The distance from p to g in
I'® will be denoted as dl?(p, q), or simply as d°(p, q). These distances will give a
bound on the number of steps of SDA.

Theorem 12 [16, Theorem 4.7, Lemma 2.18] Suppose that modular complex T is
well-oriented, and function f : T" — R is L-convex on T'". SDA terminates after
at most 2 4+ max;e[n) d?(x,-, opt;(f)) iterations where x is the initial vertex and
opt;(f) = {x/ | x* € argmin f} C Vr is the set of minimizers of f projected to the
i-th component.

Theorem 13 [5, Proposition 6.10], [16, Lemma 2.14] If " is a modular complex then
graph T'* is well-oriented.

Theorem 14 [16, Prgposition 4.9], [15, Lemma 4.7) If T is a modular_complex and
function f : ' — R is L-convex on I'" then function f} : (I'"*)" — R defined via
fre(xt, yils oo [xns yu) = f(x) + f(y) is L-convex on (I'*)".

From the results above one can now conclude that any instance f : ' — R of
0-Ext[u] for an oriented modular metric p can be solved in polynomial time. Indeed,
apply SDA to minimize function f} : (I'*)" — R. It will produce a minimizer
([x1, ¥11, - - -, [xn, yul) after at most diam((r‘*)o) + 2 iterations; both x and y are
minimizers of f. Hirai gives the bound di am((F*)O) <|V |2 in[16, Theorem 5.7]. As
pointed out by an anonymous reviewer, this bound can be improved to diam((I" ) <
2-diam(T®) <2-|V|.

Note that in the earlier paper [15] Hirai proved that 0-Ext[u] can be solved in
weakly polynomial time via a different algorithm, namely the Steepest Descent Algo-
rithm (applied to f : I — R) but combined with a cost-scaling approach.
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Remark 1 Our terminology is slightly different from that of [16]. In particular, <-
neighbors were called A-neighbors in [16], and a path in '™ was called a A’-path.

3 Extended modular complexes

To prove our main tractability result from Theorem 3, we will introduce the following
definition.

Definition 15 Let I be a modular complex. Binary relation C on V = Vr is called
admissible if it coarsens < (i.e. p T ¢ implies p < q), p C pforeveryp € V,p E g
for every edge p — ¢, and the following conditions hold.

(15a) Suppose that p © g,a < banda,b € [p, q]. Thena C b.
(15b) Suppose that p C g1, p T g2 and g1 V ¢ exists. Then p C g1 V g2.
(15¢) Suppose that p; T ¢, p» € g and p; A p; exists. Then p; A p2 E g.

A pair (I', ©) where T is a modular complex and C is admissible will be called an
extended modular complex. With some abuse of notation, we will use letter I" for an
extended modular complex, and treat it as an oriented modular graph when needed.
Note that previously we used notation = for Boolean pairs in I'. From now on we will

Bp
write p C ¢ if (p, g) is a Boolean pair in I', and reserve notation C (or Cr) for the
binary relation that comes with an extended modular complex I". As before, we write
pC gtomean p C g and p # q.

Bp
Proposition 16 Let I be a modular complex. (a) Relations T and < are admissible
Bp
for T. (b) If relation T is admissible for T" then p T q implies p C q.
This proposition shows that a modular complex is a special case of an extended modular

Bp Bp
complex (obtained by setting C to be T ). Also, T and < are respectively the coarsest
and the finest admissible relations. Next, we will show that many of the results in

Sect. 2 still hold if relation ng is replaced with an arbitrary admissible relation C.

From now on we fix an extended modular complex I". We define graphs '™ and I'®
as in Sect.2, and for p € V define posets (E?,‘, L, E,jf) = (E?,‘(F), L, (), Eijf )
as in Eq. (8). Note, in all cases T now has the new meaning (it is the relation that
comes with I').

Lemma 17 LetT" be an extended modular complex, and p be its element. Then L’If, E;
are modular semilattices that are convex in I'. Furthermore, function v(-) defined via
v(a) = ur(p, a) is a valid valuation of these (semi)lattices.

We define a 2-subdivision of I' exactly as in Sect.2; it is the graph I'* =
(V*, E*, w*) where V* = {[p,q]l:p,q € T, p Cr ¢}. Using condition (15a), it
is straightforward to verify that (V*, E*) is the Hasse diagram of the poset (V*, C).
We will show the following result.

Theorem 18 If I' is an extended modular complex then (V*, E*, w*) is a modular
complex (i.e. an oriented modular graph).
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it g,

ce e | A

b ? '1‘.1:] [’j.f] f’» f] la, b,] ,\ b, ,,]A alcd

“e I, SR P R I Y
(a): original graph (b): 2-subdivision with C= C. (c): 2-subdivision with C = <

Fig. 1 Different 2-subdivisions for the chaina < b < ¢ < d

Recall that if " is a modular complex (equivalently, an extended modular complex

Bp Bp
with the relation Cr= C ) then I'* is well-oriented, i.e. C p+ = <r=+. For extended
modular complexes this is not necessarily the case, as e.g. for the example in Fig. lc.
We will treat I'* as an extended modular complex with the relation T+ = <+, so

that we have Ef;’p](r‘*) = E[Tp’p](F*) by construction. Let us set £; = E;(F) =

Ef; p](F*) = L',[Tp p](F*). We can now define L-convex functions exactly as in the
previous section:

e Function f : V — R is called L-convex on extended modular complex T if (i)

subset dom f € V is connected in I'", and (ii) for every p € V, the restriction of

f*to L; = E[Tp ol (I'*) is submodular on valuated modular semilattice L;.

Cartesian products If (T", C), (T, C’) are two extended modular complexes, then
their Cartesian product (I, £) x (I'/, ') is defined as the pair (I x I/, E,) where

/

(p,P)Ex (g,q)iff pEgand p'T'q'.
Lemma 19 Consider extended modular complexes T', ' and element (p, p’) € T xI".

(a) T x I'" is an extended modular complex.

(b) L7, (D x Ty = L3(T) x L,(I") for o € {—, +].

Theorem 20 Consider extended modular complexes T, T and functions f, f' : T —

Rand f :T xT' - R.

(@) If f, f are L-convex on T then f + [ and ¢ - f for ¢ € Ry are also L-convex
onT.

() If f is L-convex on T and f(p,p') = f(p) for (p,p') € T x I then f is
L-convexonT x I,

(¢) If f is L-convex on T x T and f(p) = f(p, p') for fixed p' € I’ then f is
L-convexonT.

(d) The indicator function 6y : V — {0, oo} is L-convex on I in the following cases:
(i) U is a dr-convex set; (ii) U = {p, q} for elements p, g with p C q.

(e) Function ur : ' x I' - Ry is L-convexon I" x T

(f) If f is L-convex on T then the restriction of f to E;’,(F) is submodular on E‘;(F)
forevery p e ' ando € {—, +}.
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Theorem21 Let f : V — R be an L-convex function on an extended modular
complex T'. If p is a local minimizer of f on £§(F), ie. f(p) = minqe[%(l") f(q),
then it is also a global minimizer of f, i.e. f(p) = mingev f(q).

For extended modular complex I" let ®r be the language over domain D = Vr
that consists of all functions f : D" — R such that f is L-convex on I'". The
results above imply that any instance Z of ®r can be solved by the Steepest Descent
Algorithm (Algorithm 1), and each subproblem in line 2 can be solved in polynomial
time. However, we do not know whether the number of steps would be polynomially
bounded. To get a polynomial bound, we introduce an alternative algorithm, which
we denote ¢-SDA.

Algorithm 2: ¢-SDA for minimizing f : I'" — R
1 pick arbitrary x € dom f

2 while true do

3 compute x~ € argmin {f(y) | y € Ly (T")} and xt € argmin {f(y) | y € E;‘(F”)}
4 compute x© € argmin {f(y) |y € L;’, Trmn E}(F”)}
5

if f(x®) = f(x) then return x, otherwise update x := x©

From Theorems 11 and 20(f) we can conclude that points x~, xT, x© in lines
3 and 4 can be computed in polynomial time via the BLP relaxation. To see this
for x©, observe that function f + 8y for convex set U = ﬁ; N L is L-convex
on I' by Theorem 20(a,d), and thus its restriction to E;“_ is submodular on E;r_ by
Theorem 20(f). (Alternatively, the claim can be deduced from Theorem 23 given later.)

Theorem 22 Let I be an extended modular complex and f : T — R be an L-convex
function on T"". &-SDA algorithm applied to function f terminates after generating
exactly 1 +max;e[,) d1§> (x;i, opt; (f)) distinct points, where x is the initial vertex and
opt;(f) is as defined in Theorem 12.

Remark 2 Suppose that Cr = <r, and the initial vertex x in ©-SDA is computed as
follows: pick some xo € dom f and then set either x € argmin{f(y) |y € E;O} or
x € argmin{f(y)|y € Ejo}. It can be seen that in that case &-SDA becomes equivalent
to SDA: we will have (x~, x*, x®) = (x, x*, x) ateven steps and (x~, x+, x®) =
(x7, x,x7) at odd steps, or vice versa. Thus, Theorem 22 generalizes Theorem 12 in
two ways: from modular complexes to extended modular complexes, and by allowing
relations C and <r to be distinct.

Note that the algorithm for 0-Ext[u] described in the previous section required
applying SDA on 2-subdivision ['*. This blows up the size of the graph and the size
of LPs that need to be solved at each iteration by an up to a quadratic factor. ©>-SDA
provides an alternative that avoids such blow-up.

Remark 3 Algorithm 2 can also be specialized for minimizing L“-convex functions
(i.e. when I" adirected path on consecutive integersanda  biff b = a+1). Inthiscase
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L;(Fn) =[x—1,x], Ej(]—'”) =[x, x+1] andﬁ;“_(rn)mﬁ;'_(rn) — U x...xU,
where
(i — Lx} if (6" = (i — 1, x7)
Up= i + 1) if 7,50 = (i + 1)
{xi} otherwise

Note that the resulting algorithm is different from previously proposed versions of
SDA [24, 29, 31]. Thus, ©-SDA adds to the toolbox for LI-convex minimization.

We can now show the tractability part of Theorem 3. Suppose that graph H), is

F-orientable modular for a metric space (V, i) and subset F C (‘2/) Choose an

admissible orientation of (H,,, F'), and let I" be the corresponding extended modular
complex with the relation C = <. Clearly, for any {x, y} € F we have either x < y or
y < x. From Theorem 20 we conclude that 0-Ext[u, F] € ®r, and so 0-Ext[u, F]
can be solved in polynomial time by the ¢-SDA algorithm.

More generally, this shows tractability of VCSP(®r) for an extended modular
complex I' assuming that a feasible solution of any ®-instance can be computed in
polynomial time. Our last result shows that VCSP(®r) is tractable even without this
assumption.

Theorem 23 If T is an extended modular complex then BLP relaxation solves ®r,
and an optimal solution of any ®r-instance can be computed in polynomial time.

Note that previously Hirai remarked that BLP directly solves 0-Ext[u] for ori-
entable modular metrics only assuming that P # NP, as a consequence of VCSP
dichotomy for finite-valued languages (see Section 6 in [15]). Theorem 23 now estab-
lishes this fact unconditionally.

All proofs are given in Sects.5 and 6. For Lemmas 17, 19 and Theorems 18, 20,
21 we mostly follow the proofs of the corresponding claims in [5, 15, 16] (replacing

properties of relation E) with the properties of an admissible relation £). To analyze
©-SDA (Theorem 22), we introduce new concepts, such as binary operations 2, v, ¢
and the notion of f-extremality (see Sects.5.6 and 5.9). Theorem 23 does not have an
analogue in [5, 15, 16].

4 Submodular functions on a valuated modular semilattice

Let £ be a valuated modular semilattice with valuation v. This section gives the
definition of a submodular function on L, and thus completes the definition of L-
convex functions.

Let I' = (V, E, w) be the Hasse diagram of £ where edge p — ¢ is assigned
weight v(g) —v(p) > 0. As discussed in Sect. 2, graph I' is oriented modular. Denote
u = pr and d = dr. Recall that £ is viewed as a metric space with the metric p, and
the definitions of the metric interval I(p, ¢g), convex sets, etc would be the same for
(L, ) and (L, d).

For p < g letus denote v[p, g] = v(g) — v(p). The following facts are known.
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A A A A

q pVyq q

qgAhu

> 0 >
pPAgq pPAu p pPAq P pPAg p

(a) (b) (c) (d)

Fig. 2 a Each point in /(p, g) is assigned a coordinate in R2. The convex hull of these coordinates
(Conv I(p, q)) is in gray. Distinct points may have the same coordinates (as some of the points shown in
the interior of the gray region), but the coordinates of points in £(p, ¢) = {uq, uy, ..., uy} are guaranteed
to be unique. b Definition of {6;}; and p V¢ ¢q. First, define points «_1, «, ..., @ in R? as follows: set
a1 = (v/2/2,0), a = (0,+/2/2) (so that ||y —a_1|| = 1), and fori € [k — 1] let o; be the intersection
of segment [o_1, g ] and the line that goes through the origin and is perpendicular to the line passing
through points vpq (1) and vpg (g 41). Then 6; = |lo; —a_1|| and p Ag ¢ = u; for each i € [0, k] and
0 € (0;—1,0;). c Bounded pair (p, ¢q). d Antipodal pair (p, g)

Lemma 24 [15, Lemma 2.15] The following holds for each p, q € L withs = p Aq.

(@ wulp,q) = pn(s, p) + uls,q) =vls, p] +vls, ql.

(b) The metric interval I1(p, q) is equal to the set of elements u that is represented as
u = aVbforsome (a,b) € [s, pl x[s, ql, where such a representation is unique,
and (a, b) equals (u N p,u A q).

(c) Foru,u’ € I(p, q) there holdsu Au' = (u Au' A p)V (uAu' Aq); in particular
unu €l(p,q).

The construction in [15] can be described as follows (see Fig.2a for a conceptual
diagram).

(i) Foru € I(p, q), let vy, (u) be the vector in R%r defined by
Upg(u) = (uls,u A pl,vls,ungl) where s=pAg 9

(ii) Let Conv I(p, g) denote the convex hull of vectors v, (u) forallu € I(p, q).

(iii) Let £(p, g) be the set of elements u in I (p, g) such that v, (u) is a maximal
extreme point of Conv I(p, g). (This set is called “(p, g)-envelope”). Note
that p,q € &(p,q). Hirai proves that elements of £(p, ¢) receive unique
coordinates [15, Lemma 3.1]:

Vpg () # vpg ') Yu € E(p,q),u’" € I(p, q) — {u} (10)

(iv) For@ € [0, 1] define vectorcy = (1—8, 0). For points p, g € Llet pVvyq bethe
pointu € I(p, g) that maximizes {cg, vpq (1)), assuming that the maximizer is
unique. If a maximizer is not unique then instead set p Vg ¢ =L (“undefined”).

(v) By the property in Eq. (10), there are only a finite number of values 6 € [0, 1]
such that p vy g =L for some p, g € L. Let ® be the set of values 6 € [0, 1]
such that p vy g #1 for all p,q € L, then ® C [0, 1] has measure 1.
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We are now ready to define submodular functions on £. A function f : £ — R is
called submodular if every p, g € L satisfies

f(p)+f(q)2f(p/\q)+/9Of(pveq)dé’ (I11a)

This is equivalent to the inequality

k
FOV+F@ = FpAg)+ Y (6 —0i-1) f () (11b)
i=0
where u, ..., uy are the sorted elements of £(p, g) with (ug, ux) = (p,q) and

(0-1,01) = (0, 1),

v[s;, u;]
0; = where s; = u; A Uit
vlsi, uil + vlsi, wit1]

fori € [0, k — 1]. (See Fig. 2b for a geometric interpretation of values 6;).

Hirai also gives a simplified characterization of submodularity. Pair (p, ¢) is called
bounded if p Vv g exists, implying E(p, q) = {p,q, p V q} (Fig. 2¢). Pair (p, q) is
called antipodal if £(p, q) = {p, q} (Fig. 2d). Equivalently, (p, ¢) is antipodal if and
only if

vla, plvlb, g1 = vlp A q,alvlp A q, b]
Ya,b):p>a>pArqg=<b=<gq,aVbexists (12)

We say that (p, q) is special if it is either bounded or antipodal. For special pairs
inequality (11) reduces to

fp)+f@=fprg)+ f(pVag)

if (p, ¢) bounded (13a)
v[p Aq,qlf(p)+vlp Ag,plf(g) = wlp Aq, pl+vlpAq,qD) f(p Aq)
if (p, q) antipodal (13b)

These inequalities are called respectively submodularity and A-convexity inequalities
for (p. q).

Theorem 25 [15, Theorem 3.5] Function f : £ — R is submodular if and only if it
satisfies

(1) E(p,q) € dom f for p,q € dom f;
(2) the submodularity inequality for every bounded pair (p, q);
(3) the A-convexity inequality for every antipodal pair (p, q).

We observe that condition (1) can be strengthened further (though we will not
use this observation). For elements p,q,u,u’ € L we write (p,q) < (u,u’) if
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u,u' € I(p,q) — {p, q} and point %(qu (u) 4+ vpg(u')) lies strictly above the seg-
ment [vyg(p), Vpg(g)] in R2. Note that all elements u € E(p,q) — {p, q} satisfy
(p,q) < (u,u), and pair (p, g) is antipodal if and only if there is no u € £ with
(p,q) < (u, u). The following theorem is proven in [10, Appendix A].

Theorem 26 Function f : L — R satisfies condition (1) of Theorem 25 if and only if
it satisfies the following condition:

(1) Supposethat p,q € dom f and E(p, q) # {p, q}. Letu™ and u™ be the elements
inE(p,q) —{p, q} that are closest to p and to q, respectively. Then there exists
t € dom f such that either (p,q) < (u™,t) or (p,q) < (u™,1).

5 Proofs

Throughout the proofs we usually denote d, u to be the distance functions in an
extended modular complex I', and d™ and d © to be the distance functions in I'C and
in I'® respectively. We write xy € I'" to indicate that nodes x, y are neighbors in
I'® (equivalently, that either x  y or y T x). Note that xy € I'C if and only if
d-(x,y) = 1.

A sequence (uq, Ui, ...,ur) of nodes in I' is called a shortest subpath if
w(ug, ur) = w(ug, uy) + w(uy, us) + ... + w(ur_1, ug). Recall that for a modu-
lar graph I this is equivalent to the condition d(ug, ux) = d(uo, u1) + d(uy, uz) +
... +d(ug—1, ug). We will often implicitly use the following fact.

Proposition 27 Consider elements p, q in a modular complex . (a) If p N\ q exists
then (p, p A q, q) is a shortest subpath. Conversely, if p > x < q and (p, x,q) is a
shortest subpath then x = p A q. (b) If p Vv q exists then (p, p V q, q) is a shortest
subpath. Conversely, if p < x > q and (p, x, q) is a shortest subpath then x = pV q.

Proof To see the claim, combine Lemma 7 and Lemma 24(a). O

We say that sequence (x1, X2, X3, X4) iS an isometric rectangle if (x;_1, xi, xXi+1)
are shortest subpaths for all i € [4], where x; = X mod 4. Isometric rectangles have
the following properties.

Proposition 28 If (xi, x2, x3, x4) is an isometric rectangle in graph T in then
d(x1, x2) = d(x3,x4) and d(x1, x4) = d(x2, x3). Furthermore, if graph T is modular
then forany y1 € I1(x1, x4) there exists yo = I (x>, x3) (namely, a median of y1, x2, x3)
such that sequences (x1, x2, y2, y1) and (y1, Y2, X3, X4) are isometric rectangles.

Proof The definition of an isometric rectangle implies that d(x1, x2) + d(x2, x3) =
d(x4, x1)+d(x3, x4) and d (x2, x3)+d(x3, x4) = d(x1, x2)+d (x4, x1), which in turns
implies that d(x1, x2) = d(x3, x4) and d(x1, x4) = d(x2, x3). Now suppose that y; €
I(x1, x4) and y, is a median of y1, x3, x3. (x1, y1, X4, x3) and (y1, y2, x3) are shortest
subpaths, and thus so is (x1, y1, y2, X3). By a symmetric argument, (x4, y1, y2, X2) is
also a shortest subpaths. This implies the claim. O
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5.1 Preliminaries

First, we state some known facts about orientable modular graphs that will be needed
later in the proofs.

Lemma 29 ([2, Proposition 1.7], see [35, Proposition 6.2.6, Chapter I]) A connected
graph T with distances d = dr is modular if and only if

(1) T is bipartite, and
(2) forvertices p, q and neighbors py, p2 of pwithd(p1,q) =d(p2,q) =d(p,q)—
1, there exists a common neighbor p* of p1, pa withd(p*,q) =d(p,q) — 2.

Convex sets and gated sets Consider metric space (V, ). Recall that subset U C
V is called convex if I(x,y) € U for every x,y € U. It is called gated if for
every p € V there exists unique p* € U, called the gate of p at U, such that
w(p,q) = u(p, p*) + n(p*, g) holds for every ¢ € U. The gate p* will be denoted
as Pry (p) (“projection of p onto U”). Thus, Pry isamap V — U.

Theorem 30 [9] Ler A and A’ be gated subsets of (V, 1) and let B := Pr(A’) and
B’ :=Pry(A).

(a) Pra and Pry induce isometries, inverse to each other, between B’ and B.
(b) For p € Aand p’ € A, the following conditions are equivalent:

(1) u(p, p") = n(A, A.
(i) p =Pra(p’) and p' =Prp(p).

(¢) B and B’ are gated, and Prg = Pry o Prs and Prgr = Prys o Pry.

Now let us consider a modular graph I' = (V, E, w). Such graph induces two
natural metrics on V, namely 4 = ur and d = dr (shortest path metrics w.r.t. edge
lengths w and 1, respectively). In the light of Theorem 6, the definitions of convex
sets, gated sets, gates and maps Pry; would be the same for both metric spaces ((V, ©)
and (V, d)). In addition, convex and gated sets for such metrics coincide.

Lemma 31 ([7], see [15, Lemma 2.9]) Let I" be a modular graph. For U C V, the
following conditions are equivalent:

(1) U is convex.
(2) U is gated.
(3) T'[U] is connected and 1(x,y) < U holds for every p,q € U withdr(p, q) = 2.

Next, we review properties of modular complexes. A path (po, p1, p2, ..., pk)ina
directed acyclic graph I' = (V, E, w) is said to be ascending if po < p1 < ... < pk.

Lemma 32 [15,Lemma4.13] Let " be a modular complex. For p, q € V with p < q,
a (p,q)-path P is shortest if and only if P is an ascending path from p to q. In
particular, 1(p, q) = [p, ql, any maximal chain in [p, q] has the same length, and
the rank r of [p, q] is given by r(a) = d(a, p).
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Since set [p, ¢] is convex in I" by Lemma 7, one can define projection Pry, 4 :
V — [p, q]. The lemma below describes some properties of this projection.

Lemma 33 [15, Lemma 4.15] Let T be a modular complex. For elements p, q, p’, q’
with p < q and p' < q’ define

u=Prpg(p) v="Prp (") u' = Priy ¢1(p) v = Priy 411(q) (14
Then we have:

(D) u = v, u <V, Pry g([p, q)) = [u', V'], and Pry, ([P, ")) = [u, v].
(2) [u, v] is isomorphic to [u', v'] by map w + Prpy 4(w).

5.2 Properties of extended modular complexes

In this section I is always assumed to be an extended modular complex on nodes V
with relation C.

Lemma 34 Suppose that p € q1, p T q2, q1 # q2 and q is a common neighbor of
q1, q2 (implying that d(q1, q2) = 2). Then p E q.

Proof Modulo symmetry, three cases are possible.

e g1 — g — ¢».Since p C ¢g», condition (15a) gives p C q.

e g1 > q < gq2. Then ¢ = g1 Vv g2 by Lemma 7(a), and condition (15b) gives
PEgq.

e g1 < g — q2. Then g = g1 A g2 by Lemma 7(a), implying p < ¢ (since p
lower-bounds g1, g2). Condition (15a) gives p C ¢.

m}

Lemma 35 Consider elements p, q, a, b such that (p, a, b) and (a, b, q) are shortest
subpaths and p C q. Then a E b.

Proof We use induction on d(p, q) + d(p, a) + d(q, b). First, assume that (a, p, q)
is not a shortest subpath. Let p’ be a median of a, p, ¢, then p’ € [p, g] — {p} and so
P’ C g. The induction hypothesis for p’, ¢, a, b gives the claim. We can thus assume
that (a, p, q) is a shortest subpath. By a symmetric argument we can also assume that
(b, g, p) is a shortest subpath. Sequence (p, q, b, a) is thus an isometric rectangle,
and sod(p, q) = d(a,b) and d(p, a) = d(q, b). We now consider 5 possible cases.

e d(p,a) =d(q,b) = 0. The claim then holds trivially.

e d(p,a) =d(g,b) =1,qg — b.Then p < band (p, a, b) is ashortest subpath, and
sop — a < bbyLemma32. WehaveaVgq < band (a, b, q) is ashortest subpath;
this implies thata Vg = b. Since p C a and p C g, we obtain p C a vV g = b by
condition (15b), and thus a C b since a € [p, b].

e d(p,a) =d(q,b) =1, p < a. This case is symmetric to the previous one.

e d(p,a) =d(g,b) =1, p — a, b - q. We will show that a < b; this will
imply that (p, a, b, q) is a shortest subpath by Lemma 32, contradicting condition
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d(p,q) =d(a,b).Ifd(p,q) = d(a, b) = 0 then the claim is trivial. If d(p, g¢) =
d(a,b) = 1 then (p,q,b,a) is a 4-cycle, and so p — ¢ implies that a —
b. Suppose that d(p,q) = d(a,b) > 2. By Proposition 28, there exist x €
I(p,q)—{p,q}andy € I(a, b)suchthat(p, x, y,a)and(q, x, y, b) are isometric
rectangles. We have p C x C ¢, so by the induction hypothesis a = y C b,
implying the claim.

e d(p,a) = d(q,b) > 2. By Proposition 28, there exist p’ € I(p,a) and
q' € I(q,b) such that (p,q,q’, p’) and (p’, q’, b, a) are isometric rectangles.
The induction hypothesis for elements p, g, p’, ¢’ gives p’ C ¢’. The induction
hypothesis for elements p’, ¢, a, b gives a C b. ]

Corollary 36 Suppose that p € q and A" C V is a convex set in T'. Let p’ = Pra/(p)
and q' =Pry(q). Then p' C ¢'.

Lemma 17 (restated). Let I be an extended modular complex, and p be its element.
Then E;‘, ﬁ; are modular semilattices that are convex in I'. Furthermore, function
v(-) defined via v(a) = ur(p, a) is a valid valuation of these (semi)lattices.

Proof By symmetry, it suffices to consider only E;‘. Note that L:;‘,‘ is a subset of L',IT,
such that for any a, b € E?,‘ we have (i)a A b € E; and (ii)a vV b € L;,L assuming
that a Vv b exists (by Definition 15). Thus, all claims except convexity follow from the
corresponding properties of L,T, (see Lemma 7). Let us show the convexity. In view
of Lemma 31, it suffices to show that for any a, b € E; with d(a, b) = 2 we have
I(a,b) C £;. This claim follows directly from Lemma 34. O

In the next two results we use the same notation d for dr and dr+ (since they can
be distinguished by the arguments). Similarly, we use u for both pur and pr+.

Lemma 37 Let T'* be the 2-subdivision of T on nodes V*. Then
d(p.ql.[p'.q'D) =d(p,p)) +d(q.q") Vip.ql.[p',.q1€ V"

Proof 1If P = ([po,qol,---.[pk,qk]) is a path in T'* from [po, g0l = [p,q]
to [pr,qx] = [p’,q'] then the length of P in I'* equals Zf-:é(d(p,-,piﬂ) +
d(gi,qi+1)) > d(p, p') +d(q, q); hence (>) holds.

To show equality, we use induction on D = d(p, p’) + d(q, q’). The base case
D = 0 is trivial; suppose that D > 1. It suffices to show that one of the following
holds:

(i) p has neighbor a in I" such thata C ¢ and d(a, p') = d(p, p’) — 1.
(ii) g has neighbor b in T such that p C b and d(b, ¢") = d(q,q’) — 1.

Indeed, if (i) holds thend ([a, ¢], [p’, ¢'1) = d(a, p')+d (g, q’) = D—1 by induction,
and hence d([p,q), [p’,q']) < (D — 1) + 1 = D, as required. Case (ii) is similar.
Alternatively, it would also suffice to show symmetrical cases when p’ or ¢’ have
appropriate neighbors.

Define u, v, u’, v’ by (14). Note that p < u < v < gand p’ < u' <V < ¢’
Modulo symmetry, two cases are possible.
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e p # u,implying p < u.Leta € [p, u] < [p, q] be an out-neighbor of pin T (i.e.
p — a =< u), then a C ¢ by condition (15a), and (p, a, p’) is a shortest subpath
since (p, a, u) and (p, u, p’) are shortest subpaths. Thus, case (i) holds.

e (p,q,p.q") = (u,v,u’,v"). Then (p, q,q’, p’) is an isometric rectangle. By
Proposition 28 there exist a € I(p, p’) and b € 1(q, q’) such that (p, g, b, a)
and (p’, ¢', b, a) are isometric rectangles and d(g, b) = d(p,a) = 1. We have
a T b by Lemma 35. If a — p then Lemma 32 for elements a < ¢ gives
a < b — q.ByLemma 7(a), p A b exists. Since (p, g, b) is a shortest subpath,
we have b ¢ 1(p, q) = [p, q], therefore p £ b and p A b = a. Condition (15¢)
gives a C ¢, and so case (i) holds. If ¢ — b then by a symmetric argument we
conclude that case (ii) holds. The last remaining case p — a, b — ¢ is impossible
by Lemma 32 for elements p < q. O

Theorem 18 (restated). If I' is an extended modular complex then (V*, E*, w*) is a
modular complex (i.e. an oriented modular graph).

Proof Any 4-cycle in I'* is represented as ([p,ql, [p.q'].[p’.q'].[p,q]) or
(p',q1,[p'.q'),[p.q'1, [P, qD) for some edges p — p',q — ¢’ in T, or
([p,x], [p, ¥, [p, z], [p, wD or ([x, pl, [y, pl, [z, pl, [w, p]) ford-cycle (x, y, z, w)
and vertex p in I'. This immediately implies that the orientation of I'* is admissible
and orientation and w™ is orbit-invariant.

To show that I'* is modular, we are going to verify that '™ satisfies the two conditions
of Lemma 29.If [p, g] and [p/, ¢'] are joined by an edge, then dr (p, ¢) and dr(p’, q)
have different parity. This implies that ['* is bipartite.

We next verify condition (2) of Lemma 29. Take intervals [p, g1, [p’, ¢'] € V*,
and denote D, =d(p, p'), D, =d(q.q"), D =d([p.ql,[p'.q') = D, + D,. Sup-
pose further that we are given two distinct neighbors [py, g11, [p2, g2] of [p, g] with
d(p1,q11, [P, ¢']) = d([p2,q21. [P, ¢']) = D—1.Our goal is to show the existence
of acommonneighbor [p*, g*1of [p1, q11, [p2, g2l withd([p*, ¢*1. [p’, ¢']) = D-2.

Modulo symmetry, two cases are possible.

e pi = p = py. Condition d([p;, ¢i1.[p',q’']) = D — 1 implies that d(g;, q') =
Dy — 1fori = 1,2. By Lemma 29(2) for I, there is a common neighbor q* of
q1, g2 withd(q*, q¢') = Dy — 2. By Lemma 34, p C g*. Thus, [p, ¢*] is a desired
common neighbor of [p, q11, [p, q2].

e p1 = p,q>» = q.Forbetter readability letus denote s = p,t = ¢1. To summarize,
we know that (p, s, p’) and (g, 1, g’) are shortest subpaths, d(p, s) = d(g,1) = 1,
sCq,pEt,pCgq,p C q.ltsuffices to show s T ¢; this will imply that
[s, t] is a desired common neighbor of [p1, q11, [p2, ¢2]. Modulo symmetry, three
subcases are possible. Case 1: s — p,t — g. Thens E gands < p <t =<
¢, so condition (15a) gives s © t. Case2: p — s,t — ¢g. By Lemma 33,
Pri,.1([p’, ¢']) is equal to interval [a, b] for a = Pryp, 41(p) and b = Pry;, 41(q").
Note that s, 7, a, b € [p, q]. Since (p, s, p’) and (s, a, p’) are shortest subpaths,
sois (p,s,a, p’) and thus s < a. Similarly b <¢t. Thus p <s <a<b =<t =<gq
and p C ¢ imply s E ¢ (by condition (15a)), as desired. Case 3: s — p,q — t.
Observe that x V y, x A y are defined and belong to [s, ¢] for all x, y € [s, t] by
Lemma 7. Consider set Pris ¢ ([p/, ¢'1), which is equal to [, v] for u = Pri; ;1(p”)
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and v = Pri;4(¢") (Lemma 33). We must have p ﬁ u (implying p A u = s);
otherwise (s, p, u), (s, u, p’) and thus (s, p, u, p'), (s, p, p’) would be shortest
subpaths, contradicting the assumption that (p, s, p’) is a shortest subpath and
p # s. Similarly, v VV ¢ = t. Note that u T v by Corollary 36. Define a = u A q.
We claim that a T ¢. Indeed, we have a C ¢ since s < @ < g and s C ¢. It now
suffices to show that there exists b such thata T b and b Vv g = t; the claim will
then follow by condition (15b). If @ = u then we can take b = v. Otherwise, if
a < u, take b to be an out-neighbor of a in [a, u] (i.e. a — b < u); we have
b ¢ [a,q]sincea = u AN g,and hence bV g =t. Wehave p C t,a C ¢ and
pAa=pAunqg=sAq=s,socondition (15c) gives s C t.

By combining Lemma 37, Theorem 18 and Theorem 6(a) we obtain:

Corollary 38 Let I'* be the 2-subdivision of T on nodes V*. Then

n(p.ql.[p.q') =np, p)+nq.q) Vip.ql.[p'.q1€V*

Lemma39 Let f: T — R be an L-convex function on an extended modular complex
I'. Then for every p € T the restrictions of f to E; and to [,j; are submodular
functions.

Proof Let us define E”;,"’ ={[p,ql:pC q} C [,;‘,. By Lemma 37, any vertex in any
shortest path between [p, g] and [p, g’] is of the form [p, u]. Hence L;*’ is convex
in I" and in £7,. Therefore, submodularity of f* on £, implies f* is submodular on

L5+ (by [15, Lemma 3.7(4)]). Obviously £7* is isomorphic to £} by [p, ¢] = gq.
By using relation f(q) = f*([p,q)) — f(p) (g € ﬁ;), we see the submodularity of
fon E;. The proof of submodularity of f on ﬁ; is symmetric. O

5.3 Proof of Proposition 16

Bp
Proposition 16 (restated). Let I be a modular complex. (a) Relations T and < are
Bp
admissible for T. (b) If relation T is admissible for T then p T q implies p C q.
To prove this proposition, we will need the following result. A modular lattice £ is

called complemented if the maximal element 1 £ is ajoin of atoms. (This is one possible
characterization of complemented modular lattices, see [3, Chapter IV, Theorem 4.1]).

Proposition 40 [5, Proposition 6.5] Consider elements p, q in a modular complex T’

Bp
with p < q. Then p T q if and only if [ p, q] is a complemented modular lattice.

We now proceed with the proof of Proposition 16.
(a) Checking admissibility of < is straightforward. Clearly, if B is a cube graph
and p, g are elements of B with p < ¢ then the subgraph of B induced by [p, ¢]
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Bp
is also a cube graph; this implies that T satisfies condition (15a). Let us show that

Bp Bp
condition (15b) holds (condition (15¢) is symmetric). Suppose that p C a, p E b
and a V b exists. Let ay, ..., a; be the atoms of a and by, ..., by be the atoms of b,

thena = a; vV ...Va,and b = by Vv ...V by by Proposition 40. Thus, a Vb =
aiV...VaVvVb=>bV...Vby and soa Vv b is a join of atoms of [p,a V b].

Bp
Proposition 40 gives that p T a Vv b.

Bp
(b) We use induction on d(p, q). Consider elements p, g with p C ¢,d(p, q) > 2.
Using Proposition 40, we conclude that ¢ = a Vv b for some a, b € [p, q] — {q}.

Bp Bp
We have p C a and p T b by part (a), and so p T a and p T b by the induction
hypothesis. Condition (15b) gives p C q.

5.4 Properties of the Cartesian product and L-convexity of the metric function

In this section we prove several properties related to the Cartesian product of extended
modular complexes I x I''. We denote (Vr, Vi, Vi) = (V, V/, Vi) for brevity,
and use similar notation for other objects (e.g. relations <, =, —, distances d, u, etc).
Recall that (p, p') Ex (¢,q) iff p S gand p' T/ ¢'.

Lemma 19 (restated). Consider extended modular complexes U',T"" and element
(p,pH)el xTI'

(a) T x I' is an extended modular complex.

(b) ﬁ?p’p,)(l" x ') = L) x E‘;,(F/)foro ef{—, +}

Proof (a) In the light of Lemma 8(a), it suffices to verify that relation T is admissible,
i.e. satisfies the properties in Definition 15. We need to show the following:

(p, P') Ex (g, ¢q") implies (p, p') =x (q.4").

(p, p) Ex (p, p) forevery (p, p') € Vr x Vpr.

(p, P') Ex (q,q') for every edge (p, p') —x (q.4").

If (p.p") Ex (q.9"), (a,a’) =x (b, V') and (a,d’), (b, ") € [(p, P), (q. 9],
then (a, a’) T« (b, b').

If (p,p) T (91,497, (p, ) T (g2,95) and (q1,q,) V (92, q5) exists, then
(p. P Ex (q1,9)) Vv (2. 45).

Checking each property is mechanical, and is omitted.

(b) From definitions, Eap,)(l" xI")={g,q):pEq,.p T ¢} = E;,"(l") X
£;(F’ ) as sets. Furthermore, the partial order is the same in both cases, and so
E&,p,)(f‘ x I'") and E?,‘ (") x E;,(F/) also equal as posets (which are modular semi-
lattices by Lemma 17). Finally, both semilattices are assigned the same valuation,
namely vy (q, ¢") = ux((p, P"), (q,9") = 1(p, q) + w'(p', ¢"). The case o = — is
symmetric. O

Lemma 41 Consider extended modular complexes T',T'. Graphs (I' x T)* and
I'* x T'* are isomorphic with the isomorphism given by [(p, p)), (q,q")] +—
(p.q),[p'.q']) for p,q € T,p'.q" € T" with p E ¢, p" &' ¢'. Consequently,
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£*
(p.p
forany (p,p) e T x I'.

,)(l" x ') and E;(F) X E;/(F/) are isomorphic valuated modular semilattices

Proof Clearly, the mapping defined in the lemma is a bijection between the nodes of
(T x T”)* and the nodes of I'* x I'"*. Checking that this bijection preserves edges and
edge weights is mechanical. O

Lemma 42 Consider extended modular complexes T, I and functions f, f' : T — R
and f : T x T" — R such that dom f is connected in T'C.

(@) If f is L-cowvex on T and f(p,p') = f(p) for (p,p’) € T x I then f is
L-convexon T x T,

() If f is L-convex on T x I and f(p) = f(p, p’) for fixed p' € T’ then f is
L-convex on I'.

Proof Since (I' x I')* and I'* x I'"* are isomorphic, for a function f* T x
I'")* — R we can define function f* : I x I'"* — R via f*([p.ql.[p’.q']) =

F*((p, P, (q.¢")]). Clearly, f* is submodular on ,C’(“x’x,)(F x ") if and only if fX
is submodular on L£3(T") x L, (I").
(a) Checking connectivity of dom f in I'E is straightforward. We can write

fEdp.ql.p'.d') = fp.p) + fla.4) = f(p)+ f@ = f*Up.q)). L-

convexity of f means that f* is submodular on £} for any x € T'. Therefore,
by [15, Lemma 3.7(2)], function fx* is submodular on L¥(T") x ﬁ;,(r”) for any
(x,x) € T x I'/, and thus f* is submodular on E’(kx oy X ).

) f*Ap.g) = f(p)+ f(@) = f(p. p)+ f(q. p) = [*(U(p. P). (. PHD) =
F5(p.ql, [P, p'l). L-convexity of f means that f.* is submodular on LX(I") x
E;,(F/ ). Therefore, by [15, Lemma 3.7(3)], function f* is submodular on £ (I") for
any x € I'. O

Lemma43 [15, Lemma4.18] Let A be a modular complex. The distance function 5
is submodular on E(Ta’b)(A X A) = /.32 (A) x Eg (A) for every (a,b) € A x A.

Lemma 44 Let I" be an extended modular complex. (a) Function ur : ' x I' — Ry
is L-convex on I' x I'. (b) For each p € T, function ur,, : I' — Ry defined via
ur,p(x) = u(x, p) is L-convex on I'.

Proof It suffices to prove (a); claim (b) will then follow by Lemma 42(b). To be consis-
tent with the notation in Lemma 42, denote I'" = I" and f = ur. By Corollary 38, for

each [p,ql.[p',¢'l € V* we have f*([p,ql,[p".q') = F*U(p. P), (q.9))) =
ur(p, p') + ur(g,q) = ur<(p,ql. [p'. q'D, ie. f¥ = ur= Consider (x, y) €
I' x I'. Lemma 43 for A = I'* and a = [x, x], b = [y, y] gives that fJ = pur=

is submodular on L[T (') x LT (F*) = LiT) x /.Z;(F), and therefore f* is
submodular on L(x )(F x IM). O

5.5 Proof of Theorem 21: Local optimality implies global optimality

In this section we prove the following result.
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Theorem 21 (equivalent formulation). Let f : V — R be an L-convex function on an
extended modular complex T'. Consider element p with minger f(q) < f(p) < oc.
There exists element u with f(u) < f(p) and pu € T'E.

We use the same argument as in [15] (slightly rearranged).

Lemma45 [15, Lemma 4.20] Let f be a submodular function on a modular semi-
lattice L. For p,q € Land a € Rwith f(p) < «, f(g) < «, there exists sequence
(uo, ut, ..., ur) with (uo, ux) = (p, q) such that for eachi € [kl we have f(u;) < «
and elements u;_1, u; are comparable.

Lemma 46 Let f be an L-convex function on an extended modular complex T'. Con-
sider triplet (x,y,z) anda € Rwithx T yC z,x Z z, f(x) < «a, f(y) < oo,
f(2) < «a. There exists sequence (ug, U1, ..., ur) with (ug, ux) = (x, z) such that for
eachi € [k] we have f(u;) <o and uj_1 C u;.

Proof We denote the desired sequence as P (x, y, z), if exists. We prove that P (x, y, 7)
exists using induction on d(x, z) + d(x, y). We know that function f* is submodular
on L. Let us apply inequality (11b) to elements p = [x, y] and ¢ = [y, z] (with
pAgq =1y, yD.Since f*(p)+ f*(q) = f(x)+ f*(p Aq) + f(2), there must exist
la,b] € E(p,q) — {p,q} with f(a@) + f(b) = f*(la,b]) < f(x) + f(2). Since
[a,b] € I(p, q), we musthave a € [x, y], b € [y, z] by Lemma 37 (and also a C b).
Condition x £ z implies that (a, b) # (x, z). Therefore, three cases are possible.

e a=x,y <b <z Thenwehave f(b) < f(z) <aandx C b C z. Thus, we can
set P(x,y,2) = (x,b,2).

e x <a=<y,b=_z Thenwehave f(a) < f(x) <aandx C a C z. Thus, we can
set P(x,y,z) = P(x,a,z), where we used the induction hypothesis (note that
d(x,a) <d(x,y)).

e x <a=<b=<zSince f(a)+f(b) < f(x)+ f(z) < 2«a, one of the following must
hold: f(a) < «. Then we set P(x,y,z) = (x,a,z)ifa C z,and P(x,y,z) =
(x, P(a,y, z)) otherwise. f(b) < «. Then we set P(x, y,z) = (x,b,z)ifx C b,
and P(x,y,z) = (P(x,y, b), z) otherwise.

O
Corollary 47 Consider elements x, y, 7 in an extended modular complex T" such that
xy,yz € 5, xz ¢ TE, f(x) <, f(y) < o0, f(2) < a. Then there exists path
(ug, uy, ..., ux) in 'S with (ug, uy) = (x, z) such that f(u;) < « foralli € [k].
Proof Modulo symmetry, two cases are possible:

e x 1y [C z. The claim then follows from Lemma 45, since function f is submod-
ular on £ by Lemma 39.
e x [ y C z. The claim then follows from Lemma 46.

O

We now proceed with the proof of Theorem 21. For value o € R let I';; and I'C,
be the subgraphs of I'™ induced by nodes p with f(p) < « and with f(p) < «,
respectively.
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; def .
Lemma48 T is connected for any a > o* = minper f(p).

Proof Suppose the claim is false. For a sufficiently large o graph I'S; is connected, since
dom f is connected in I'=. Thus, there must exist « > o« such that I'}; is connected
but ', is disconnected. There must exist a pair of vertices p, p’ belonging to different
components of I'C,; in particular, f(p) < « and f(p’) < «, and there exists path
P = (po. p1. ..., pr) in T= with (po, pr) = (p. p'). k = 2 and f(p;) < « for all
i € [k—1].Pick such p, p’, P sothatk > 2 is minimum. The minimality of k implies
that py_opr ¢ T'=. Apply Corollary 47 to elements (x, y, z) = (pk—2, Pk—1, Pk)- We
obtain a path (uq, ..., ug) in I'C between ug = px—» and uy = py with f(u;) < «
for all i € [£]. Note that u;, p’ are in the same connected component of I'C, (which
is different from that of p), and path (po, ..., px—2, u1) has shorter length compared
to P. This contradicts the minimality of k. O

Now consider element p € I' which is not a global minimum, i.e. f(p) > o*.
Connectivity of 'y for @ = f(p) implies that there exists path P = (po, p1, ..., pr)
in 't with pg = p, f(pi) < a fori € [k], and f(pr) < «. Let us pick such
P so that k is minimum. It suffices to show that k = 1; clearly, this would imply
Theorem 21. Suppose not, i.e. k > 2. The minimality of k implies that px_2py ¢ T'".
Applying Corollary 47 to elements (x, y, z) = (pk—2, Pk—1, Pk) gives element u| so
that f(u#1) < « and px_ou; € I'E. This contradicts the minimality of k.

We can strengthen Theorem 21 as follows.

Lemma49 Let f : V — R be an L-convex function on an extended modular com-
plex T and p,q be distinct elements in dom f. (a) If f(p) = f(q) then there
exists element u € I1(p, q) such that f(u) < f(p) and pu € T'C. Additionally, if
f(p) > f(q) then f(u) < f(p). (b) There exists element u € I(p, q) N dom f such
that pu € TE.

Proof (a) For element x € I" define function p, : I' — R via pu, () = u(x, u).
By Lemma 44, function u, is L-convex on I'. Now for value C > 0 define function
fc: T — R via few) = fw)+ C(upW) + pug () — u(p, q)). Itis straightforward
to check that f¢ is L-convex on I'. (Note that dom f¢ = dom f, since functions
M p, Ig are finite-valued). We have the following properties: (i) fc(u) = f(u) for all
u € I(p, q); (ii) if C is sufficiently large then fc(u) > f(p) forallu € Vr —1(p, q).
Applying Lemma 48 to function fc gives the first claim, while applying Theorem 21
to function f¢ gives the second claim.

(b) We can assume w.l.o.g. that f(p) > f(gq), since adding function of the form
Cug, C > 0to f preserves L-convexity of f and does not affect the statement. The
claim now follows from part (a). O

5.6 Graph thickening and operations 1, v, o

Let us recall some definitions from Sects. 2, 3. Elements p, g of an extended modular
complex I' are said to be ¢-neighbors if p,g € [a, b] for some a, b with a T b.
Equivalently, p, ¢ are ¢-neighbors if a A b,a VvV bexistanda Ab C a Vv b. Let I'°
be an undirected unweighted graph on nodes Vr such that p, g are connected by an
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edge in I'? if and only if p, ¢ are A-neighbors. This graph is called a thickening of
I'. A path in ' is called a O-path. The shortest path distance between p and ¢ in '

will be denoted as d( P, q). These concepts were introduced in [5] in the case when
Bp
C = C; we now use them for an arbitrary admissible relation C. In order to work with

', in this section we introduce binary operations a, v, ¢ on an extended modular
complex I' and establish some of their properties. They will be used, in particular, for
proving Theorem 22 (bound on the number of steps of ¢-SDA), and for proving that
the sum of L-convex functions is L-convex.

For vertices p,q € I' let <, be a partial order on /(p, q) defined as follows:
x =pg yiff (p,x,y,q) is a shortest subpath. For vertices x,y € I(p, g) this is
equivalent to the condition x € I(p, y), or to the condition y € I(x, q). Clearly,
(I(p, q), Zpq) is a poset with the minimal element p and the maximal element g. We
will need the following result.

Theorem 50 ([5, Theorem 6.1]) Let T be a modular complex. For every p,q € T
poset (1(p, q), =pq) is a modular lattice.

We denote the meet and join operations in this poset as A,q and V ,,, respectively.
Clearly, for each x, y € I(p, q) the meet x Ap, y is amedian of p, x, y, and in fact it
is the unique median (since every median m of p, x, y belongs to I (p, ¢) and satisfies
m =<pq x and m <p, y). Similarly, x V4 y is the unique median of x, y, ¢.

For elements p, g € " we define p » ¢ to be the gate of ¢ at ,C; (which is a convex
subset of I' by Lemma 17): pag = Prq; (g). Similarly, we let pvg = Prc; (q)-
Clearly, by the definition of the gate and by Lemma 32 we have

I(p,q)N Ly =1(p,pag)=1Ip,paql={ul(p,u, pasq,q)isashortest subpath)
(15a)

I(p.g)NL, =1(p,pvq) =Ipvq,pl={ul(p,u, pvq,q) isashortest subpath}
(15b)

We also define po g = (paq) Vpg (Pvq).

Lemma 51 Consider elements p, q of an extended modular complex T'. There holds
pA(poq) = pvqg T pag = pV(poq) (and consequently p, poq are O-neighbors).
If p #qthenp # pogq.

Proof Denote (a,b,c) = (pvq,paq,p < q). We know that a T p C b and
(p,a,c), (p,b,c), (a,c,b) are shortest subpaths (since ¢ is a median of a, b, ¢ and
a,b € I(p,q)). From Lemma 35 we conclude thata © ¢ C b. Since p > a < ¢
and (p, a, c) is a shortest subpath, we must have a = p A c. Similarly, b = p Vv c.
Condition (15b) gives a & b. Now suppose that p # ¢, and consider shortest p-g
path (p,u,...,q). If p — uthen pag # pand p o g # p,and if p < u then
pvq #pand pog # p. o

For elements p, ¢ an integer k > 0 define p % ¢ as follows: p o* ¢ = p, and
poktlg = (pokq) oqfork > 0. Clearly, p o* g = ¢ for some index k > 0. If k is
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the minimum such index then the sequence (p<° ¢, polq, ..., p ok q) will be called
the normal p-q path. By the previous lemma, it is a O-path (i.e. a path in ['®).

For node p € I" and integer k > 0 denote B,?(p) ={q1d%(p,q) <k} (aball of
radius & in I'®). We will show later that B,? (p) is convex in I for any p and k. First,
we establish this for k = 1.

Lemma 52 Foreach p € T, set Blo(p) is convex in T.

Proof By Lemma 31, it suffices to show the following: if x, x” are distinct ©-neighbors
of p and y is a common neighbor of x, x’ in I then p, y are ¢-neighbors. Denote
(a,b) =(pAx,pvx)and (@',b') = (pAx’', pvx'),thena C banda’ C b'. Recall
that sets [a, b] and [a’, b'] are convex in " by Lemma 7. If d(p, y) = d(p,x) — 1
then y € I(p, x), and so by convexity of [a, b] we have y € [a, b], implying that
p, y are O-neighbors. We can thus assume that d(p, y) = d(p, x) + 1, and also that
d(p,y) =d(p, x") + 1 (by a symmetric argument). Modulo symmetry, two cases are
possible.

e x — y — x'. Since (p, a, x) and (p, x, y) are shortest subpaths, so is (p, a, y).
Since (p, b’, x") and (p, x’, y’) are shortest subpaths, so is (p, b’, y). (a, p,b)
and (a, y, b') are also shortest subpaths (sincea < p < b’ anda < y < b’). Thus,
we have (a,b’) = (pAy, pvy)anda C y C b’ (by Lemma 35). Condition (15b)
for pairsa C panda C y givesa = p vV y =0/, and so p, y are O-neighbors.

e x — y < x'. By Lemma 29, nodes x, x’ have a common neighbor z with
d(p,z) =d(p,x)—1=d(p,x")—1.Since z € I(p, x), we must have z € [a, b]
by convexity of [a, b]. Similarly, z € [d’, b']. Since (x, y, x’, z) is a 4-cycle,
we must have x < z — x’. Sincea = p A x and z € [a, x], we must have
a = p A z. By a symmetric argument, @’ = p A z, and so a = a’. We know that
p,x,x',b,b' € L} By Lemma 17, £ is a modular semilattice which is convex
inT. Since y € I(x, x'), we musthave y = x Vx’ € £ by convexity. Since joins
pVx=b pvx =b, xVvx =yexist, the join b = p Vv x v x’ must also exist
in Ej by definition of modular semilattices. We obtain a T b and p,y € la, l;],
and so p, y are O-neighbors.

O
Lemma 53 If p, x are ©-neighbors then (x, p © q, q) is a shortest subpath.

Proof We use induction ond(x, p<q). Let x’ be a median of x, p<¢q, g. First, assume
that x" # x. By Lemma 52, p, x" are ©-neighbors (since x” € I(x, p ¢ q)). By the
induction hypothesis, (x’, p ¢ ¢, ) is a shortest subpath. (x, x’, ¢) is also a shortest
subpath, and thus so is (x, x’, p ¢ ¢, ¢). Now assume that x" = x, i.e. (p ¢ ¢, x, q) is
a shortest subpath. (p, p ¢ ¢, q) is a shortest subpath, and thus so is (p, p ¢ g, x, q).
Let (a,b) = (p A x, p VvV Xx). (p,a,x) and (p, b, x) are shortest subpaths, and thus
so are (p,a,x,q) and (p, b, x,q), implying a,b € I(p,q). (a,x,b) is a shortest
subpath since a < x < b, and so x is a median of a, b, g. Thus, we must have
X = a Vpg b. We also have a T b, and thus a € [pvgq, p] by Eq. (15). By a
similar argument, b € [p, pag]. We have a <,, pvg and b <,, p=sgq, and so
X=aVpsb =<ps (pvq) Vpe (prq) = p o q. This implies that (x, p o ¢q,q) isa
shortest subpath. O
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Lemma54 If (p,u, q) is a shortest subpath then the following sequences are also
shortest subpaths:

(i) (p,paq,usq,q);
(i) (p,pvq,uvq,q);
(i) (p,poq,u<q,q.

Proof First, let us show (i). For brevity, denote b = pag € I(p,q). Define z =
bV pqu. (b, z, u) is a shortest subpath (since z is the median of b, u, g). Also,u <, z,
meaning that (p, u, z, q) is a shortest subpath. Lemma 35 for elements p, b, u, z gives
that u C z. This shows that z € E;” N I(u,q), and thus (u, z, u aq, q) is a shortest
subpath by Eq. (15). Since (z,u 2q, g) and (p, b, z, g) are shortest subpaths, so is
(p.b.z,unq,q).

A symmetric argument gives (ii). We can now show (iii) as follows: u ¢ ¢ =
(uvq)Vug (usg) =median(uvq,usq,q) = Wvq)Vps Usq) =pg (pvq) Vpq
(pag)=pogq. o

Theorem 55 If (po, p1. ..., pr) is a O-path with pg = p then (p;, p o' q.q) is a
shortest subpath for any i € [0, k].

Proof We use induction on i. For i = 0 the claim holds by Lemma 53. Let us show
it for i € [k]. Denote p = p;i_1, x = p;,u = p o'~ ! g. By the induction hypothesis,
(pi—1, p ¢~V q,q) = (p,u,q) is a shortest subpath. By Lemma 53, (x, p ¢ ¢, q)
is a shortest subpath. By Lemma 54, (p ¢ ¢, u © ¢q, q) is a shortest subpath. Thus,
(x,poq,uoq,q)andso (x,u oq,q) = (pi, po q,q) are shortest subpaths. O

Corollary 56 The normal p-q path (p, po' q, po?q. ..., q) is a shortest >-path from
ptogq.

Proof Let (po, p1,---, px) be a shortest O-path with (po, px) = (p, q). By Theo-
rem 55 with ¢ = pr, (pr. p X ¢, q) = (g, p ¥ g, q) is a shortest subpath, therefore
p oF ¢ = ¢. This means that the length of the normal p-g path is at most k. O

Our next goal is to prove that set B,? (p) is convex in I for any p and k. For that
we will first need a technical result.

Lemma 57 Suppose that (p, p’, q’, q) is an isometric rectangle in an extended mod-
ular complex T and p, q are O-neighbors. Then p', q' are also ©O-neighbors.

Proof Note that I(p,q) U I(p',q") € I(p,q") NI(p’,q). For anode x € I(p, q)
let x' € I(p/,q’) be the median of x, p’, ¢’. (This median is unique and equals
X Vg p',since x, p’ € I(p,q’). Furthermore, p’ is a median of p, p’, ¢’ and ¢ is a
median of ¢, p’, ¢’, so this notation is consistent). Since (p, x, ¢, ¢') and (x, x’, g’) are
shortest subpaths, so is (p, x, x’, ¢"). Analogously, since (p’, p, x, ¢) and (p’, x’, x)
are shortest subpaths, sois (p’, x’, x, ¢). We can now conclude that (p, p’, x’, x) and
(g, q’, x', x) are isometric rectangles.

Denote (a,b) = (pAg, pVgq),thena E banda,b € I(p, q). Since (p, p’,d’, a)
is an isometric rectangle and a = p, we get @’ C p’ by Lemma 35. By similar
arguments we get p’ J d' C ¢’ and p' T 0 3 q'. (p/,d',q) and (p', V', q)
are shortest subpaths, and thus (a/,0") = (p’ A q’, p’ vV q'). We have a’ C b’ by
condition (15b), and so p’, g’ are ¢-neighbors. O
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Theorem 58 For each p € T and k > 0, set B,?(p) is convex in T.

Proof We use induction on k. Consider k > 1. By Lemma 29, it suffices to show
that for distinct nodes g1,q2 € B,? (p) and a common neighbor g’ of qi, g2 we
have ¢’ € B,?(p). Denote p; = p o1 gy and py = p of~1 5. By Theorem 55,
(p1, p2, q2) and (p2, p1, q1) are shortest subpaths. Let p’ be a median of py, p2, ¢’
Since p’ € I(p1, p2), we have d°(p, p’) < k — 1 by the induction hypothesis.
It thus suffices to show that p’, ¢’ are O-neighbors. We can assume that p; # p»
(otherwise p; = p» = p’ and the claim holds by Lemma 52). By symmetry, we
can assume that p; # p’. We know that (p2, p’, p1,q1) and (p1, p’, q') are shortest

subpaths. We also have Ddifd(pl, P >1,dp.q9)+ D < d(p1,q1) + 1 and
d(pi,q1) + D < d(p',q") + 1. This implies that D = 1, d(p1,q1) = d(p’, q")
and (p1, p',q’, q1) is an isometric rectangle. Lemma 57 now gives that p’, ¢’ are
<O-neighbors, as desired. O

To conclude this section, we state one property of operations », v, ¢ that will be
needed later.

Lemma 59 Consider elements p, u, q and operation o € { s, v, o} such that (p, p o
q,u,q) is a shortest subpath. Then pou = p oq.

Proof To see the claim for o = 4, observe that for every x € E,*,‘ sequence
(p,x, paq,u,q) is a shortest subpath and thus there exists a shortest x-u path going
through p a¢g. This means that p ag is the gate of u at E;, ie. pau = paq. A
symmetric argument gives the claim for o = v. Now suppose that (p, p ¢ ¢q, u, q)

is a shortest subpath. We know that (p, pvgq, p ¢ ¢) and thus (p, pvq, p o q,u,q)
are shortest subpaths, so the previous result gives a def pvu = pvgq. Similarly, we
have b =F pau = paq. By definition, m = p ¢ u is the unique median of a, b, u. It
can be seen that m is also a median of a, b, g. (Note that (a, u, q), (a, m, u) and thus
(a,m, u, q) are shortest subpaths). Therefore, m = p ¢ q. O

Remark 4 For nodes p, g with d®(p, q) = k > 1 let us define peg = p F 1 ¢. It
can be deduced from Theorem 55 that p e ¢ is the gate of ¢ at the convex set B,?fl (p)
where k = d°(p, ¢). This operation was introduced in [5] under the name “A-gate
Bp
of p at ¢” (in the case when C = L ). The normal p-q path (po, p1, ..., pk) was
also used in [5] (and was shown to be a shortest ¢-path from p to g). However, it
was defined by a different construction, namely via a recursion p;_| = pe p; for
i =k, k—1,..., 1. Toour knowledge, operations v, s, ¢ and Theorem 55 have not
appeared in [5]; instead, the proof techniques in [5] relied on the notion of “Helly

graphs” and on the operation ({x, y)) (the minimal convex set containing x, y), which
we do not use.

5.7 Connectivity of dom f

In this section we will show that following.
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Theorem 60 If f : ' — R is an L-convex function on an extended modular complex
I'and p,q € dom f then psq, pvq € dom f.

Corollary 61 For any p,q € T there exists a p-q path (po, p1, ..., px) in I'C with
(po, px) = (p, q) which is a shortest subpath and has the following property: for any
L-convex function f on I" with p,q € dom f one has p; € dom f foralli € [0, k].
(This path is obtained by setting either p;+1 = pi vq or pi+1 = pi »q, one of these
two elements is distinct from p; if pi % q).

To prove Theorem 60, we start with technical observations.

Lemma 62 Consider elements p,q,u € dom f.

(@ If p 2 uC qthen paq € domf. Similarly, if p E u 3 q and p,q € dom f
then pvq € dom f.
®) If pEuC gthen paqg € dom f. Similarly, if p Ju 2 g then pvg € dom f.

Proof By symmetry, it suffices to prove only the first claim in (a) and in (b). In both
cases we denote a = p aq.

(a) Denote s = p A g, then p O s C g. We know that f is submodular on L. It
suffices to show thata € £(p, ¢); this would imply that a € dom f.

Point p has coordinates v, (p) = (X, 0) where X = (s, p). Wehavea € I(p, q),
p Eaanda A p = p, therefore a has coordinates v, (a) = (X, ...). Suppose that
a ¢ E(p, q), then there exists a’ € I(p, q) with v,y (a’) = (X,...) and u(p,a’) >
u(p,a). Wehavea' A p € [s, pland u(s,a’ Ap) = X = u(s, p),thusa’ Ap = por
equivalently p < a’. For any x € I(p, q) we have s C x (this follows from condition
p 3 s C g, Lemma 24(b) and properties (15a,b)). Thus, we have s C a’ and hence
p C a (sinces < p < a’). Equation (15) givesa’ € [p, p »q] = [p, a], contradicting
condition u(p, a’) > u(p, a).

(b) We know that f* is submodular on L. Note that [x, y] € I([p, u], [u, g])
if and only if x © y, x € [p,ul, ¥y € [u,q] (by Lemma 37). For such [x, y]
we have vip u1,fu,q1([x, y]) = (u(x, u), u(u, y)). It suffices to show that [p,a] €
E(p, ul, [u, q]); this would imply that [p, a] € dom f* and a € dom f.

From the lemma’s assumption and Eq. (15) we conclude that p © u & a E g and
p E a, and hence [p,a] € L N I([p,u]l, [u,q]). Elements [p, u] and [p, a] have
coordinates respectively (X, 0) and (X, Y) where X = u(p,u) and Y = u(u,a). If
[p,al ¢ E(p,ul, [u,q]) then there exists element [p,a’]l € L: N I([p,ul, [u, q])
whose second coordinate is Y’ = u(u, a’) > u(u, a) = Y. This contradicts Eq. (15).

O

Lemma 63 Consider elements p, q,u € T suchthatu € [p, p »q]. Defineut = u aq
andu™ =uvq.Thenpaq=psutandpvg=pvu-.

Proof Clearly, we have u C p a g, and sequence (p, u, p »q, q) is a shortest subpath.
Thus, we have pag € L N 1(u,q),andso p aq € [u,u sq] = [u, u™] by Eq. (15).
Sequence (p, u, p »q, ut, g) is thus a shortest subpath, so Lemma 59 gives the first
claim: pag = paut.

To show the second claim, let x = u VvV, (p vq) be the median of u, pvg, g. We
have x C u (by the same argument as in the proof of Lemma 51) and x € I(u, q),
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thereforex € [u vq, u] = [u—, u]by Eq. (15). Sequence (u, x, u~, ¢) is athus shortest
subpath. (p, p vq, x, q) is also a shortest subpath, and hence sois (p, pvq, x,u™, q).
Lemma 59 now gives pvg = pvu~. O

Lemma 64 If p,q € dom f then prq,pvq € dom f.

Proof We use induction on d(p, ¢). Suppose that d(p, ¢) > 0. By Lemma 49, there
exists u € I(p,q) N dom f such that pu € I'=. By symmetry, we can assume that
p C u.Wethenhave u € [p, pag] — {p}. Denote u™ = uag and u™ = u vq, then
we have u™, u™ € dom f by the induction hypothesis.

Let us show that pvg € dom f. Wehave pvg = pvu™ by Lemma 63.Ifu™ # g
then the claim holds by the induction hypothesis. If u~ = ¢ then u 3 ¢, and the claim
follows from Lemma 62(a).

Let us show that p »g € dom f. Wehave pag = pau™ by Lemma 63. Ifut # ¢
then the claim holds by the induction hypothesis. If u™ = ¢ then u C ¢, and the claim
follows from Lemma 62(b). O

5.8 Proof of Theorem 20

Theorem 20 (restated). Consider extended modular complexes T', T and functions

f.f' T—>Rand f:T xI" - R.

(@) If f, f' are L-convex on T then f + [ and ¢ - f for ¢ € Ry are also L-convex
onT.

() If f is L-convex on T and f(p,p’) = f(p) for (p,p') € T x I then f is
L-convexon T x T,

(¢) If f is L-convex on T x T and f(p) = f(p, p’) for fixed p' € T’ then f is
L-convex onT.

(d) The indicator function 6y : V — {0, oo} is L-convex on I in the following cases:
(i) U is a dr-convex set; (ii) U = {p, q} for elements p, g with p C q.

(e) Function ur : VxV — Ry is L-convexon T x T.

(f) If f is L-convex on I" then the restriction of f to C‘[’, (I'") is submodular on Eg @Ir)
forevery p e T and o € {—, +}.

(a) We need to show that dom(f + f/) = (dom f) N (dom f”) is connected in
I't; checking other conditions of L-convexity is straightforward. Consider p, ¢ €
(dom f) N (dom f'), and let (pg, p1, ..., px) be the path in '™ constructed in Corol-
lary 61. By the corollary, for each i € [0, k] we have p; € dom f and p; € dom f”,
which implies the claim.

(b) The claim holds by Lemma 42(a).

(c) It suffices to prove that dom f is connected in I'", the claim will then follow from
Lemma 42(b). Consider p, g € dom f. We know that (p, p'), (¢, p/) € dom f, and
thus there exists path (po, p1, ..., pr)in (' x I')E with (po, pr) = (p, p)). (g, p"))
and p; € dom f for all i. By Corollary 61, such path can be chosen so that
pi € I1((p, p)), (g, p)) for all i. Thus, we have p; = (p;, p’) for all i. Sequence
(po, p1, - - -» Pr) is now a path in '™ satisfying p; € dom f for all i.

(d) Clearly, in both cases U is connected in I'"; in the case (i) this holds since U
is connected in I', and in the case (ii) the claim is trivial.
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Let U* be the set of vertices [p, g] in I'* with p,q € U, and for x € I" denote
Uy = U* N L. Note that §;; = Sy, and the restriction of 8y« to £} equals dpx. It
suffices to show that U is convex in L}; the submodularity of §yx on L} will then
follow from [15, Lemma 3.7(4)]. “

If U = {p,q} where p C g then U} = {[p,ql} if x € [p,q], and U} =
otherwise; in both cases U is clearly convex. Suppose that U is a convex set in I". It
suffices to show that U* is convex in I'*. (Since L} is convex in I'* by Lemma 17, the
intersection U* N L} would then be convex in I'* and thus also in £}).

We use Lemma 31 to show that U* is convex in I'*. Let [u, v] € ' be common
neighbor of distinct [p, ¢, [P, ¢']1 € U*; we need to show that [u, v] € U*. Modulo
symmetry, 4 cases are possible:

p=u=pandg - v—q.
p=u=pandg - v <« g
p=u=pandqg < v—q'.
p—>u=pandg —>v=gq.

In each of these cases conditions p, g, p’, g’ € U and convexity of U implies that
u,v € U, and so [u, v] € U*.

(e) The claim holds by Lemma 44(a).

(f) The claim holds by Lemma 39.

Corollary 65 If function f is an L-convex on " and U is convex in T" then function
f +8u is L-convex on I'. In particular, f + (SB,?(x) is L-convex for any x € I' and

k>0.

5.9 f-extremality

Given an L-convex function f : I' — R, we say that pair (p, q) is f-extremal if
p,q € dom f and f(p) = min{f(x):x € I(p,q)}. We say that it is strictly f-
extremal if p, q € dom f and argmin{f(x):x € I(p, g)} = {p}. In this section we
establish some key facts about f-extremal pairs that will be used in the analysis of the
<©-SDA algorithm.

Lemma 66 Suppose that (p, q) is f-extremal, pvq # p and s € argmin{f(s):s €
[pvq, pl — (p}). Then (s, q) is f-extremal.

Proof Note that p vg € dom f by Theorem 60, and thus s € dom f. Suppose the
claim is false, then there exists ¢’ € (s, g) — {s} with f(g’) < f(s). By Lemma 49,
there exists u € I(s,q’) C I(p,q) withus € '™ and f(u) < f(s). First, suppose
that u  s. Note that u < s < p and f(u) > f(p). We claim that there exists
x € I(u,p) = [u,p] with x = p and f(x) < f(u). Indeed, define sequence
up Cup C ... Cup C pwithug =uand f(ug) > f(u1) > ... f(ug) > f(p) via
the following rule: if u; C p then set k = i and stop, otherwise let u#; 1 be an element
in [u;, p] with u; C u;41 and f(u;) > f(u;+1), which exists by Lemma 49. Taking
X = uj now proves the claim.

Clearly, x € I(p,q), and thus x € [pvq, p] and f(x) < f(u) < f(s), which
contradicts the choice of 5. Thus, we must have u 1 s. Note that p Au = s since p >
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s < uand (p, s, u) is a shortest subpath. We know that f is submodular on a modular
semilattice £, and p,u € L. Thus, f(p) + f(u) = f() + X sce(puy 2af (@)
where A, are nonnegative numbers with } ¢ (,, ,) 2« = 1. This gives a contradiction
since f(u) < f(s)and f(p) < f(a) foralla € E(p,u) C I(p, q). O

Corollary 67 If (p, q) is f-extremal and p A q exists then (p A q, q) is f-extremal.

Proof The claim follows by repeatedly applying Lemma 66 (with an induction argu-
ment). O

Lemma 68 If (p, q) is f-extremal then f(p o q) < f(q).

Proof We use induction on d(p, ¢). We can assume that p ¢ ¢ # g, otherwise the
claim is trivial. It would suffice to show the following:

(x) There exists y # q suchthat f(y) < f(q) and (p<©q,y, q) is a shortest subpath.

Indeed, by Lemma 59 we would then have p ¢ ¢ = p ¢ y, and so the induction
hypothesis for (p, y) would give f(pogq) = f(poy) < f(¥) < f(q).

One of p vq, p »g must be different from p. By symmetry, we can assume that
pvq # p. We can further assume the following: if pvg # p and psq # p then
condition p I p A g E g does not hold, where the existence of p A g is a part of
the condition. Indeed, conditions p I p Agq C g and p C p vV g J g cannot hold
simultaneuosly (otherwise we would have p ¢ g = ¢), so we can pick the condition
that does not hold and then change the orientation if necessary.

Denote x = p vq, and pick s € argmin{f(s):s € [x, p] — {p}}. By Lemma 66,
(s, q) is f-extremal. Four cases are possible.

Case 1: d°(s,q) > 2 |Denote y = s ¢ ¢, then y # ¢. By Lemma 54, (p ¢ q. y, q)
is a shortest subpath. By the induction hypothesis for (s, g) we have f(y) < f(q).
Thus, (x) holds.

In the remaining cases we have d° (s, q) < 1. We willdenotea =s A q = p A gq.
Note that p O s 3 a T ¢. Furthermore, x € [a, s]. Indeed, (p, s, x, g) and thus
(s, x, q) are shortest subpaths and s J x,s0x > svg = s A g = a by Eq. (15). One
can check that (p, s, x, a, g) is a shortest subpath (since (p, s, q), (s, a, q), (s, x, a)
are shortest subpaths). Furthermore, (pAq, g) = (a, q) is f-extremal by Corollary 67.

’Case 2: do(s,q) <l,p2a ‘We have p O a C g, which implies that pag = p
and thus p ¢ ¢ = pvqg = x. f-extremality of (a, g) gives f(a) < f(g). We have
a # q since we assumed that p ¢ ¢ # ¢g. Thus, element y = a satisfies condition ().

‘Case3: do(s,q) <l,pZa <q‘Wehavep<>a = pva = pvqg = x where the
first two equalities hold since p > a and by Lemma 59, respectively. Since (a, q) is
f-extremal, we get a € dom f. Since a # g, we can apply the induction hypothesis
for (p,a)and get f(x) = f(poa) < f(a).

Conditions d®(s, g) < 1 and x € [a, s] imply that ydifx V g exists and a C x.
Note that x A ¢ = a. By submodularity inequality for x, ¢ in modular semilattice
L we get f(x) + f(q) = f(a)+ f(y),and so f(y) < f(q). Clearly, (p, x, y, q)
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is a shortest subpath. By applyng Lemma 24 to modular semilattice /Jg we obtain
that (p, p2gq,y,q) is a shortest subpath (since y € I(p,q) and y > ¢). Since
Y xpg X =pvgandy =pg pag,wegety =, (pvq) Vpg (Pagq) = pog,ie.
(p,p©4q,Yy,q) is a shortest subpath. We have x # a (since p J x and p Z a) and
thus y # ¢. Therefore, (x) holds.

’Case 4: do(s,q) <Il,pZa=q|Wehaveq <x <s < p,qC s(sincedo(s,q) <
1)and x E p.Notethat pog = pvg = x. Also, g # x (sinceq £ p andx C p). By
Theorem 60 we have x € dom f. We claim that (x) holds. Indeed, suppose this is false,
then f(y) > f(g) forally € [q, x] —{gq}. Denote &« = [q, 5], B = [x, 5], ¥ =[x, pl,
thena, B,y € L¥anda Ay =a Ny = B. We know that function f* : £¥ — Ris
submodular on £}. Condition f(g) < f(x) implies that f*(«) < f*(8). Condition
f(p) = f(s) implies that f*(y) < f*(B).

Consider § = [u,v] € E(a, y) — {y}. By Lemma 37 we must have u € [q, x]
and v € [s, p]. We must have v # p (otherwise condition § # y would imply
that u € [g, x] — {x}; we would also have u £ v = p which is impossible since
x = pvgq). Conditions u € [g,x] and v € [s, p] — {p} have two implications: (i) the
second coordinate of vy, () is strictly smaller than the second coordinate of vy (¥);
(i) f(u) = f(q), f(v) = f(s) and hence f*(8) = f* ().

By submodularity, f*(«) + f*(y) > f*(B) + ZBeg(a,y) As f*(8) where Ag are
nonnegative numbers with ) s @y s = 1. By implication (i), we have A, > 0.
The submodularity inequality can be rewritten as

L) = £ B+ D hslff @) = f5®)1=0

§e€(a,y):rs>0

All numbers in square brackets are non-positive, thus they must all be 0. This implies
that f*(y) = f*(B) and f*(a) = f*(y), which contradicts condition f*(a) <
1*(B).

O

We conclude this section with a couple of results that will help to deal with cases
when values of f are not unique.

Lemma 69 If (p, q) is strictly f-extremal and p ¢ q # q then f(p < q) < f(q).

Proof For ¢ > 0 define function f, : ' — R via fe(x) = f(x) + eu(x, q). Note
that f; is L-convex on I'. Clearly, there exists ¢ > 0 such that (p, g) is fe-extremal.
Using Lemma 68, we obtain f(p ¢ q) = fe(poq) —epn(poq,q) < fe(poq) <
fe(@) = f(q). o

Lemma 70 Suppose that (p, q) is f-extremal, p < q, p L q, g o p < poq and
f(q") = f(q) forallq' € [p < q,q) Then there exists p' € [p,q < p] — {p} with
f®H = fp.

Proof Denote (a,b) = (g o p,pogq),thenp <a <b <q,pC b,aC gand
hence a T b. By Theorem 60, we have a, b € dom f. Denote o = [p, b], B = [a, ],
y =la,ql, thenw, B,y € L} and o A y = B. Note that f*(«) + f*(y) = f*(B) +
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F(p) + f(q). By submodularity, f*(@) + f*(y) = f*(B) + Xscga,y) o f*(8), or
equivalently f(p) + f(q) > 2365(%},) As f*(8) where Ag are nonnegative numbers
with Zaeg(a,y) As = 1. For every § = [u,v] € E(a, y) we have u € [p,al], v €
[b, g] by Lemma 37. Furthermore, f(u) > f(p) and f(v) > f(gq) by the lemma’s
assumption, and so f*(8) > f(p) + f(g). This implies that f(u) = f(p), f(v) =
f(g) forevery 8 = [u, v] € E(a, y) with A5 > 0. Note that [p, g] ¢ L since p £ q,
and so o Vv y does not exist in £. This implies that « # B # y. Therefore, there
exists 8§ = [u, v] € E(a, y) — {a} with As; > 0 (and hence with f(u) = f(p)). We
claim that u # p (and so u € [p, a] — {p}, implying the lemma). Indeed, if u = p
then condition § # o gives that v # b, and hence v € [b, g] — {b}. This is impossible
sincep=uCvandb=poqg=paq. O

5.10 Proof of Theorem 22: analysis of the ¢-SDA algorithm

Theorem 22 (restated). Let I' be an extended modular complex and f : T — R be

an L-convex function on IT'". &-SDA algorithm applied to function f terminates after

generating exactly 1 + mﬁ dl? (xi, opt; (f)) distinct points, where x is the initial
LE[n

vertex and opt; (f) is as defined in Theorem 12.

First, we show the following fact.
Lemma 71 Suppose that T is a Cartesian product of extended modular complexes:
I'=Ty x...x Ty Then dl?(x, y) = max;¢[n] dl?’, (xi, i)
Proof 1t suffices to show the following fact for extended modular complexes I', T''.
() The following conditions are equivalent for elements x,y € T and x’, y' € T':

(a) (x,x"), (v, ) are O-neighbors;

(b) x, y are O-neighbors and x', y' are O-neighbors.

Let us define (a,b) = (x A y,x Vy)and (d’,0') = (x' Ay, x" v y'). (These
expressions are defined if either (a) or (b) holds). By the definition of the Cartesian
product I x T/, we have the following implications:

@ & (,x)3(ad)C(y,y)and (x,x") E (b, b) 3 (y,y)
& xZdaCyandx' Jd CyandxChIdyandx’' 50 3y < (b)
O
In the light of this lemma, it suffices to prove Theorem 22 in the case when n = 1.
Accordingly, from on we assume that ¢-SDA is applied to minimize function f :
I' — R which is L-convex on an extended modular complex I".
Let x be the initial vertex of the ¢-SDA algorithm, and for k£ > 0 define function
fi=f+ 88,?(2)' By Corollary 65, f; is L-convex on I for any £ > 0.

Lemma 72 Forany g € argmin fi_ there exists p € argmin fi with d®(p, q) < 1.
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Proof Let p be an element of argmin f; which is closest to ¢g. Clearly, (p, q) is
fr-extremal, and in fact strictly fr-extremal. (If there exists p’ € I(p,q) — {p}
with fx(p’) = fr(p) then p’ also belongs to arg min f; and is closer to ¢ than p,
contradicting the choice of p). Since d®(x, p) < k, there exists u € B,i 1 (X) with
d®(u,p) < 1. (u, p ¢ q,q) is a shortest subpath by Theorem 55. We have u, q €
B,?fl (x) and thus pog € B,?fl (x) by convexity of B,il (x) (Theorem 58).If pog # g
then fi(p ¢ q) < fi(q) by Lemma 69, which contradicts the choice of ¢g. Thus, we
must have p o g = ¢ and so d®(p,q) < 1. i

Lemma 73 Consider x € dom f, and let p be an element of argmin{f(y) | y €
Blo(x)} which is closest to x. Let x~ € argmin{f(y) |y € L;(I')} and x* €
argmin{f(y) |y € LI (T)}. Thenx~ C p C x™.

Proof By symmetry, it suffices to prove that p = g where we denoted ¢ = x ™. Define
(a,b) = (p A x, p V x). Note that [a, b] is a modular lattice. Since ¢ > x, the meet
s = p A g exists and satisfies s € [a, p]. Define y = s V x, then y € [s,¢] and
pVvy=>b.Since p Ja L x,weget pJs C y (using, in particular, Lemma 35).
This means that pvg = s, pag > band poqg €[y, q] C [x,q].

Note that p, g € Blo(x) and thus I(p,q) < B]<>(x) by convexity of Bl<>(x). The
choice of p thus implies that (p, ¢) is f-extremal. We claimthat f(p) = f(s).Indeed,
suppose that f(p) < f(s). Pair (s, g) is f-extremal by Corollary 67, and thus f(p) <
f(s) < f(q). Let p’ be an element of I(p, g) with f(p’) = f(p) which is closest
element to g. By construction, p’ # g and (p’, q) is strictly f-extremal. If p’ o g # ¢
then f(p’ ¢ q) < f(g) by Lemma 69, and (p, p ¢ q, p’ ¢ q, q) is a shortest subpath
by Lemma 54. Condition p ¢ ¢ € [x, ¢] thus implies thatx < pog < p' o g < q.
Condition x £ ¢ now gives x C p’ ¢ ¢, contradicting the choice of g. Thus, we must
have p’ g = ¢q. By the choice of p’ we have f(p’) < f(p’ Aq), so the submodularity
inequality for (p’, g) gives that f(p’Vq) < f(g) where p’ Vv g exists since p’og = q.
Notethatx < ¢ < p’Vgand p'vg € I(p, q) € B (x). Thisimplies thatx C p'Vg,
contradicting the choice of g. We proved that f(p) = f(s), and thus p = s by the
choice of p, since (p, s, x) is a shortest subpath.

We now know that p © y E g where y = b = x V p. Suppose that p Z g. Clearly,
we have pog € [y,ql,qop € [p,ylandg o p < y < p<ogq. By choice of ¢ we must
have f(q') > f(q) forany ¢' € [p < q,q]  [y,4q] < [x, q]. By Lemma 70, there
exists p’ € [p,q o pl—{p} S [p,y] — {p} with f(p') = f(p). This contradicts the
choice of p, since (p, p’, v, x) is a shortest subpath. m|

< <

Corollary 74 Element x~ computed in line 4 of Algorithm 2 satisfies x
argmin{f () | y € B (x)}.

€
Proof Clearly, any y € E;‘, (NL () satisfies y € Bl<> (x). The claim now follows
directly from Lemma 73. O

Lemma 72 and Corollary 74 imply that after k iterations point x in G-SDA satisfies
x € argmin f; (via an induction argument). This yields Theorem 22.
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6 VCSP proofs

In this section we prove two results: Theorem 23 (BLP relaxation solves language ®r
for an extended modular complex I') and the hardness direction of Theorem 3. Below
we give some background on Valued Constraint Satisfaction Problems (VCSPs) which
will be needed for these proofs.

Let us fix finite set D. Let O be the set of operations g : D™ — D. Opera-
tion g € O is called symmetric if g(x1,...,x,) = 8(Xx(1y, .-+ » Xz(m)) for any
tuple (xi, ..., x,) € D™ and any permutation & : [m] — [m]. A fractional oper-
ation of arity m is a probability distribution over OM  ie. vector w € [0, I]O(m)
with ) ¢ @(g) = 1. Fractional operation w is called symmetric if all operations in
supp(w) = {g € O™ | w(g) > 0} are symmetric.

A cost function f : D" — R is said to admit o (or w is a fractional polymorphism

of f)if

1 m l ul i 1 m n
Y w@fE! . x ))Smlg]:f(x) Vil x"eD

g€supp()
where operation g(-) is applied componentwise, i.e.

L™ = (g, XM, gx) o x™) e D"

g(x
Language @ over D is said to admit w if all functions f € ® admit w. In this case @
is called a fractional polymorphism of .
The expressive power (®) of language ® is defined as the set of all cost functions
f : D" — R of the form f(x) = min,pr fz(x, y) where 7 is a ®-instance with
n + k variables. It is known that if & admits a fractional polymorphism o then (®)
also admits w.

Definition 75 Language ® on domain D is said to satisfy condition (MC) if there exist
distinct a, b € D and binary function f € (®) such that argmin f = {(a, b), (b, a)}.

Theorem 76 ([34, Theorem 3.4], [25, Theorem 5]) Let ® be a finite-valued language
on domain D such that for every a € D there exists a unary cost function g, € (®)
withargmin g, = {a}. If ® does not satisfy (MC) then ® admits a symmetric fractional
polymorphism of every arity m > 2.

Theorem 77 ([25, Theorem 1, Proposition 8]) Let ® be a general-valued language.
BLP solves ® if and only if ® admits a symmetric fractional polymorphism of every
arity m > 2. If this condition holds then an optimal solution of any ®-instance can be
computed in polynomial time.

6.1 Proof of Theorem 23

Recall that @r is the language over domain D = Vr that consists of all functions
f : D" — R such that f is L-convex on I'".
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Theorem 78 If T is an extended modular complex then Ot does not satisfy (MC).

Proof Suppose the claim is false, then there exists an instance f : I' x I' x I'"" — R
of ®r with n + 2 > 2 variables such that function g : I' x ' — R defined via
g(x,y) = minger» f(x,y, z) satisfies argmin g = {(a, b), (b, a)} for some distinct
a,b € I'.Denote A = argmin f C ' x ' xI'" Ay = {(a,b,z) |z € T} and
Apa = {(b,a,z) | z € T"}. By construction, A € Agp U Ape, AN Ayp # & and
AN Ap, # @. By Lemma 48, the subgraph of (I' x I' x I'")" induced by set A is
connected. Thus, there must exist p € Agp, g € Apg such that pg € (I' x T' x T)E.
By symmetry, we can assume that p C ¢g. We have p = (a, b, x) and g = (b, a, y)
for some x, y € I'"". Condition p C ¢ thus implies that « = b and b C a, which is
impossible. O

We can finally prove that BLP solves ®r-.

Theorem 79 Let T be an extended modular complex. Language ®r admits a symmetric
fractional polymorphism of every arity m > 2. Consequently, BLP relaxation solves
@1, and an optimal solution of any ®r-instance can be computed in polynomial time.

Proof If language ®r were finite-valued then the claim would immediately follow
from Theorems 78 and 76. The main concern will thus be dealing with non finite-
valued languages.

Let us define &3 = {f € (Pr) | f is finite-valued }. Since language ®r does
not satisfy (MC), languages (®r) and ®p. also do not satisfy (MC). Clearly, for
each a € T language ®7. contains unary function g, with argmin g, = {a}, namely
8a(x) = u(a, x). By Theorem 76, ®7. admits a symmetric fractional polymorphism
of every arity m > 2. Let wj, be such fractional polymorphism. We claim that ® also
admits w,,. Indeed, consider function f : ' — Rin ®p. We can assume w.l.o.g. that
f(x) > 0forall x € dom f, and u(x, y) > 1 for distinct x, y € I'. Define function
Wp 2 T x T — Rvia w,(x,y) = urn(x, y). By Theorem 44, 1, is L-convex on
' x I'", and thus u, € ®r. For value C > 0 define function f¢ : ' — R via
fc(x) = minyern (f(y)+Cun(x, y)),then fc € ®F and thus fc admits w,. Clearly,
for any C > maxyedom f f(x) the following holds: fc(x) = f(x) if x € dom f, and
fc(x) = Cif f(x) = oo. By taking the limit C — oo we conclude that f also admits
Wy - O

6.2 Proof of the hardness direction of Theorem 3

We will use a technique from [26].

Consider language ® on domain D. A pair of elements (a, b) € D x D is called
conservative if there exists a unary function g,; € (®) with argmin g, = {a, b}. Let
S(®) € D x D be the set of conservative pairs in ®. For a tuple p = (a, b) € S(P),
we denote p = (b, a); clearly, p € S(®). Now consider two tuples p = (a, b) and
q = (c,d). We say that pair (p, q) is strictly submodular if there exists binary cost
function f € (®) such that

fla, o)+ f(b.d) < f(a,d) + f(b,c)
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Clearly, if (p, g) is strictly submodular, then (g, p) is also strictly submodular, since
function f’ defined via f’(x,y) = f(y,x) also belongs to (®). We thus say that
{p, q} is strictly submodular if (p, g) is strictly submodular (or equivalently, if (¢, p)
is strictly submodular). Let £(P) < (S(2¢)) be the set of strictly submodular pairs
{p, g}, and define undirected graph G(®) = (S(D), £(D)).

Theorem 80 [26, Theorem 3.2(a) and Lemma 5.1(b)] Suppose that language ® is
finite-valued and that, for each a € D, there exists unary cost function g, € (®) with
argmin g, = {a}.

(@ If{p.q}. {q.r} € E(®), then {p,r} € E(P).
d) If {p, p} € E(P) for some p € S(P), then ® is NP-hard.

Remark 5 In [26] Kolmogorov and Zivny formulated Theorem 80 only in the case
when @ contains all possible {0, 1}-valued unary functions (and thus S(®) = D x D).
However, the proofs of the results above use only weaker preconditions stated in
Theorem 80.

Note that the graph defined in [26] had an edge { p, ¢} if and only if our graph G(®P)
has an edge {p, ¢}. We translated the results from [26] accordingly.

We now apply these results to the generalized minimum 0-extension problem for
metric space (V, i) and subset F' C (‘2/) Let us define the following language over
domain D = V:

@ = {u} U {ua:a eV} U {ua:{a,b} € F}

where unary function p,, (gp are defined via p,(x) = p(x,a) and pep(x) =
min{u(x, a), u(x, b)}. Clearly, we have ® C (0-Ext[u, F]).

Let H = H, = (V, E, w) be the graph corresponding to w. Suppose that H is not
F-orientable; our goal is to show that @ is NP-hard. We can assume w.l.o.g. that H is
modular, otherwise ® is NP-hard by Theorem 1. Define

E = {(a,b):{a, b} € E} F = {(a,b):{a, b} € F}

Let us introduce relations ||, <1, ~ for tuples p = (a, b) and g = (c, d) as follows:

e pllgifp,qe E and (a,b,d, c) isad-cyclein H;
e plqifpeE,qeF,p#gq,and (c,a,b,d) is a shortest subpath in H;
e p = q if at least one of the following holds: (i) p || ¢g; (ii) p < g; (i) g < p.

Note that relation & is symmetric, and accordingly, (E UF, A7) is an undirected graph.

Lemma81 Let p, g € S(P).

(a) EUF C S(®).

(®) Ifp Il g, then {p, q} € E(P).
(¢) If p<q, then{p, q} € E(D).
(d) If p ~ q, then {p, q} € E(P).
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Proof (a) First, FC S (@) holds by the definition of ®.

As for E for each {a, b} € E, we construct a function g, € (P) by gup(x) =
Ua(x) + pp(x). From the minimality of H, we have I(a, b) = {a, b}. We therefore
see that arg min g, = {a, b}, and thus, we obtain (a, b) € S(P).

(b) Suppose that p = (a,b) € E q = (c,d) € E and (a, b, d, c) is a 4-cycle
in H. The modularity of H implies that {a,d} ¢ E; otherwise a, b, d would not
have a median. Similarly, {b, c} ¢ E; otherwise b, d, ¢ would not have a median.
By Theorem 6(a), sequences (a, b, d) and (b, d, ¢) are shortest subpaths in H. This
implies that p(a, ¢)+ (b, d) < u(a, d)+ (b, c). We thereby obtain {p, g} € (D).

(¢) Suppose that p = (a,b) € E q = (c,d) € ﬁ, and (c, a, b, d) is a shortest
subpath in H. Then u(a, ¢) + u(b,d) < (u(a, c) +un(a, b))+ (u(a, b) +un(b, d)) =
w(b, ¢) + u(a, d), and so, we again obtain {p, g} € £(P).

(d) We decompose p =~ g into cases. If p || ¢, we apply (b). If p <ig, we apply (c). If
g <\p,weutilize {p, q} = {g, p} and apply (c) again. We conclude that {p, g} € E(D).

O

We can finally finish the proof of Theorem 3.

We claim that there exists an element p € E U F such that p, p are connected
by a path in (E U ﬁ ~). Indeed, if no such p exists, then there exists a mapping
o:EUF — {—1, +1} with the followmg properties: (i) if ¢ &~ r,theno (q) = o (r);
(i) o(q) = —o(g) foreachq € EUF.Such ‘mapping can be constructed by greedily
assigning connected components of graph (E U F ~); the assumption ensures that
no conflicts arise. Using the mapping o, we can define an orientation of (H, F) by
orienting {a,b} € EUF asa— bifo(a,b) = +landasa < b ifo(a,b) = —
Clearly, this orientation is admissible, which contradicts the assumption that H is not
F-orientable.

From Theorem 80(a) and Lemma 81, we conclude that {p, p} € £(®). Theo-
rem 80(b) now gives that ® is NP-hard.

7 Open questions

In this section we state some open problems that we find interesting.
One of the motivations for this work was trying to find the “structure” of tractable
finite-valued languages. This leads to the following question.

e Can it be case that for every tractable finite-valued language ® there exists an
extended modular complex I' such all functions f € ¢ are L-convex on I'? A
negative answer could yield new interesting classes of functions that are not yet
known in the area of Discrete Convex Analysis.

To simplify the problem, one may a consider a restricted class of languages.

e Resolve the question above for (a) languages of the form 0-Ext[u, F] where
is a metric on V and F is a subset of 2; (b) languages corresponding to directed
metrics, as in [17]. Note that [17] characterized tractable directed metrics on a
star, with some complicated fractional polymorphisms. As a special case, it would
be interesting to verify whether these tractable classes are captured by the theory
developed in this paper. (This question was suggested by an anonymous reviewer).
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There are also some open problems concerning L-convex functions on extended mod-
ular complexes.

e Isit possible to show that the normal SDA algorithm terminates after a polynomial
number of iterations?

e Asshownin [15, 16], if f an an L-convex function on a modular complex I" then
f*is L-convex on I'*. Is this also true for extended modular complexes?

e Let C, C’ be admissible relations for modular complex I' such that T coarsens
C’. Is it true that if function f is L-convex on (I", C) then it is also L-convex on

(', ©')? This is known to hold when I is an oriented path and (=, C') = (BEp, <):
any L’-convex function is submodular on an integer lattice. However, we were
unable to prove or disprove it in the general case.

e Theorem 23 shows that L-convex functions on extended modular complexes admit
a binary symmetric fractional polymorphism, however the proof of this fact is
non-constructive. Is there a more explicit construction of this polymorphism? As
remarked in Section 6 of [15], answering this question might require a further
thorough investigation of orientable modular graphs.
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