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Abstract

Bohnenblust—Hille inequalities for Boolean cubes have been proven with dimension-
free constants that grow subexponentially in the degree (Defant et al. in Math Ann
374(1):653-680, 2019). Such inequalities have found great applications in learn-
ing low-degree Boolean functions (Eskenazis and Ivanisvili in Proceedings of the
54th annual ACM SIGACT symposium on theory of computing, pp 203-207, 2022).
Motivated by learning quantum observables, a qubit analogue of Bohnenblust—Hille
inequality for Boolean cubes was recently conjectured in Rouzé et al. (Quantum
Talagrand, KKL and Friedgut’s theorems and the learnability of quantum Boolean
functions, 2022. arXiv preprint arXiv:2209.07279). The conjecture was resolved in
Huang et al. (Learning to predict arbitrary quantum processes, 2022. arXiv preprint
arXiv:2210.14894). In this paper, we give a new proof of these Bohnenblust-Hille
inequalities for qubit system with constants that are dimension-free and of exponen-
tial growth in the degree. As a consequence, we obtain a junta theorem for low-degree
polynomials. Using similar ideas, we also study learning problems of low degree
quantum observables and Bohr’s radius phenomenon on quantum Boolean cubes.
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1 Introduction

In 1930, Littlewood [19] proved that for any n > 1 and any bilinear form B : C" ®
C" — C, we have

3/4

D IBei,ep*? ] < V2IIBI, (1.1)

i,j

where {e;, 1 < j < n} is the canonical basis of C" and | B|| denotes the norm of the
bilinear form, i.e.

Bl := sup{|B(x, )| : x,y € C", [x]loc < L, [¥lloo < 1}.
Here 4/3 is optimal and (1.1) is known as Littlewood’s 4/3 inequality. Right after Lit-
tlewood’s proof of (1.1), Bohnenblust and Hille [1] extended this result to multilinear
forms: For any d > 1, there exists a constant C; > 0 depending only on d such that
for any n > 1 and any d-linear form B : C" x --- x C" — C we have

d+1

n 2d

2d
> IBei. ... ei)|FT | < CallBIl, (12)

where || B|| is defined in a similar way as above and the exponent 2d /(d 4 1) is optimal.
The inequalities (1.2) have played a key role in Bohnenblust and Hille’s solution
[1] to Bohr’s strip problem [4] concerning the convergence of Dirichlet series. Such
multilinear form inequalities (1.2) and their polynomial variants (which we shall recall
for Boolean cubes) are known as Bohnenblust—Hille inequalities.

Since then, Bohnenblust—Hille inequalities have been extended to different
contexts. Recent years have seen great progress in improving the constants in
Bohnenblust-Hille inequalities (e.g. Cy4 in (1.2)) and this has led to the resolution
of a number of open problems in harmonic analysis. See for example [7, 9, 10, 13]
and references therein.

In [3] Blei extended Bohnenblust-Hille inequalities to polynomials on Boolean
cubes with dimension-free constants. Recently, this result was revisited by Defant et
al. [12]. Moreover, they proved that the dimension-free Bohnenblust—Hille constants
for Boolean cubes actually grow at most subexponentially in the degree. To state their
results, recall that any function f : {—1, 1} — C has the Fourier—Walsh expansion:

f&) =Y F($)xsk),

Sc[n]

where for each S C [n]:={1, ..., n}, f(S) e Cand

xs(x):= ij, X =X1,...,Xn).

Jjes
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Noncommutative Bohnenblust-Hille inequalities 1659

The function f is said to be of degree at most d if f(S) = 0 whenever |S| > d; and
is said to be d-homogeneous if f(S) = 0 whenever |S| # d. Defant, Mastyto and
Pérez proved the following theorem (they considered real-valued functions but the
proof works for complex-valued case as well).

Theorem 1.1 [12, Theorem 1] For any d > 1, there exists Cq > 0 such that for any
n>landany f :{—1,1}" — C of degree at most d, we have

d+1
2d

SUFSIE | < Callfle. (1.3)

|S|=<d

Denoting BH{fidl} the best constant Cq such that (1.3) holds, then there exists C >

0 such that BH{Sidl} < ¢Vdlogd 54 the Bohnenblust—Hille constant BH{Sf]} is of
subexponential growth.

As we mentioned, Blei [3] first proved BH{ffl} < 00. One of main contributions of

Defant et al. [12] lies in this subexponential bound BH{Sf = CcVdlogd Recently, this
Bohnenblust—Hille inequality for Boolean cubes (1.3) has found great applications in
learning bounded low-degree functions on Boolean cubes [14], which will be explained
in more detail in Sect. 4. In view of this, an analogue of (1.3) for qubit systems was
conjectured in [20], motivated by learning quantum observables following the work
of Eskenazis and Ivanisvili [14]. But actually this quantum analogue of Bohnenblust—
Hille inequality was already contained in a result of Huang, Chen and Preskill in
the preprint [16] that was not online available when the conjecture was made. Their
motivation is to predict any quantum process. In this paper, we provide another proof
that is simpler and gives better constants. Moreover, our method is more general which
allows us to reduce many problems on the qubit systems to classical Boolean cubes.
We refer to Sect. 2 for more discussions and to Sect. 6 for the comparison on our
results and the work in [16].

In our quantum setup, the Boolean cubes {—1, 1}" are replaced by M,(C)®", the
n-fold tensor product of 2-by-2 complex matrix algebras. Recall that Pauli matrices
and the identity matrix

(1 0 _ (0 1 (0 —i (1 0
form a basis of M,(C). Fors = (s1,...,s,) € {0, 1,2, 3}", we put

05:=05 Q-+ Q 0y, .

All the o5, s € {0, 1,2, 3}"* form a basis of M, (C)®" and play the role of characters
xs, S € [n] in the classical case. So any A € M,(C)®" has the unique Fourier
expansion

A= Z Zsos

s€{0,1,2,3}"
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1660 A.Volberg, H. Zhang

with Xs € C being the Fourier coefficient. For any s = (s1,...,s,) € {0, 1,2, 3}",
we denote by [s| the number of non-zero s;’s. Similar to the classical setting, A €
M, (C)®" is of degree at most d if A = 0 whenever |s| > d, and it is d-homogeneous
if A; = 0 whenever |s| # d.

In the sequel, we always use || A|| to denote the operator norm of A. Our main result
is the following:

Theorem 1.2 for any d > 1, there exists Cq > 0 such that for all n > 1 and all
A= le\sd Asos € M(C)®" of degree at most d, we have

d+1
2d

~ 2d_
D 1A @ < CallAll. (14)

Is|<d

Moreover, denote BH%(C) the best constant Cq4 > 0. Then we have BH%(C) <
3dBH{5f 1p S0 that it is at most of exponential growth.

A special choice of polynomials yields noncommutative analogues of Bohnenblust—
Hille inequalities for multilinear forms. For this we use the following notation. Fix
n>1.Forx € {1,2,3}and i € [n], we write oi(K) for o where s = (s1,...,5,) €
{0, 1,2, 3} with s; = « and s; = 0 whenever j # i.

Corollary 1.3 Fix d > 1. Then there exists Cq > 0 such that for any n > 1 and any

(each al._(,_“-’) € M>(C)®")

o Kisewskd (K1) (ka)
A= > Yo aite e @,

K1s-nkg€{1,2,3} i1,....ig=1
we have
dt1
n y 2d
Klyeooy Kd =
> Yol E < Call Al
Kiyeokqd€{1,2,3} i1, .. ig=1

Moreover, Cy < SdBH{ffl}, and it becomes a noncommutative analogue of Little-
wood’s 4/3 inequality when d = 2.

Remark 1.4 Note that the algebra of function on {—1, 1}" can be viewed as a commu-
tative subalgebra of M, (C)®" spanned by os, s € {0, 3}". So (1.3) is a special case of
(1.4)

and we always have BH{Sid 5y = BH% ©)- Our main result Theorem 1.2 states that

the converse holds up to a factor 3.

Remark 1.5 The main theorem of Huang et al. [16, Theorem 5] is actually more general
which admits (1.4) as a corollary [16, Corollary 3]. Their proof is different from
ours and the constant they obtained is Cy ~ d O which is worse.
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Noncommutative Bohnenblust-Hille inequalities 1661

Recall that a function f : {—1, 1}* — C s called a k-junta if it depends on at most
k coordinates. Similarly, a matrix A € M, (C)®" is a k-junta if it acts non-trivially on
at most k qubits, that is,

1<j<n:3s€{0,1,2,3)" st A#0 & s;#0} <k.

It is known that [6, 8] if a bounded function f over {—1, 1}" is of low degree, then it
is close to a junta. In the next corollary we derive such a result in a quantum setting.
We refer to [20, Theorem 3.9] to another quantum junta type theorem related to the
influences instead of the degree.

Corollary 1.6 Suppose that A € M»(C)®" is of degree at most d and ||A|| < 1. Then
for any € > 0, there exists a k-junta B € M>(C)®" such that

a(Bu= )
k< M>(C)

|A—B|><e with 2

Here || - ||2 denoted the Hilbert—Schmidt norm with respect to the normalized trace,
2

that is, ||A||% = 27"tr[A*A). In particular, we may choose k < dC?**" =24 for some

universal C > 0.

Remark 1.7 The results in [6, 8] are more general. However, in the case when poly-
nomials are of low degree, the proof presented here that uses Bohnenblust—Hille
inequalities is simpler. We are grateful to Alexandros Eskenazis for pointing out to us
this proof.

To prove Theorem 1.2, we reduce the problem to the (commutative) Boolean cube
case, at a price of an extra factor 3¢. In fact, our main contribution is a general method
that reduces many problems in the quantum setting to the classical setting. This method
will be explained in Sect. 2, while the proof of Theorem 1.2 and Corollary 1.6 will be
presented in Sect. 3.

We shall illustrate the strength of this reduction method with two more applications.
The first one concerns learning bounded low-degree quantum observables which will
be Sect. 4 and the main result is Theorem 4.1. The second one is Theorem 5.2 on
Bohr’s radius phenomenon in the context of quantum Boolean cubes which will be
discussed in Sect. 5.

In Sect. 6, we briefly compare our results with the work of Huang et al. [16].

Notation. We shall use tr to denote the usual (unnormalized) trace on matrix alge-
bras, and (-, -) the inner product on C” that is linear in the second argument. By
|All, of a k-by-k matrix A we always mean the normalized Schatten-p norm, i.e.
IA ||§ = 2"%tr|A|P. For any unit vector n € C", we use |n)(n| to denote the associated
rank one projection operator. Sometimes people use the convention 1 ® 7 instead. By
a density matrix we mean a positive semi-definite matrix with unit trace.
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1662 A.Volberg, H. Zhang

2 Reduction to the commutative case

In this section, we present a general reduction method. For this let us collect a few
facts about Pauli matrices. For each j = 1, 2, 3 o; is self-adjoint unitary, and has 1

and —1 as eigenvalues. We denote by e/ 1 ' and e_ | the corresponding unit eigenvectors,
respectively. Pauli matrices o, j = 1,2, 3 satisfy the following anticommutation
relation:

ojor + oo =0, Jj#ke{l,23}. 2.1

We record the following simple fact as a lemma.

Lemma 2.1 Forany j,k € {1,2,3} and € € {—1, 1}, we have
(e, ey =5 e. (2.2)

Proof When j = k, (2.2) is trivial by definition of e’e‘. When j # k, by (2.1) we have

e(ajef, e’;) = (ajokef, ef) = —(akajef, elg) = —e(a.,ef, ef)
This gives (2.2) for j # k since € # 0. O

Recall that A € M5 (C)®" has the form

A= Y A 23)

s€{0,1,2,3}"
It will be more convenient for us to rewrite it as
— Klyeery Kl _Klyeees K]
A= Z Z Z L rosit Oty 24
>0 k1,..., k1€{1,2,3} 1<ij<--<ij<n

where to each (/; k1, ...,x7;01 < --- < i;), we associate it with s = (s, ...,5,) €
{0, 1, 2, 3} of length |s| = [ with

I LE k=ij,1§j§l
k= 0, otherwise

so that
KLkl KlsonsK]
s=a; """ and o5 = o
In other words, O’ """ !'is defined as
K1yeenk]
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Noncommutative Bohnenblust-Hille inequalities 1663

where o,; appears inthe i j-th place foreach 1 < j </, andall other (n—/) components
are simply identity matrices oy.

The main ingredient of our method is the following Proposition 2.2. To make the
statement brief, we shall use the map

qg=gqn:{s€{0,1,2,3}"} — {S C [3n]},

that realizes the above identification of (2.3) and (2.4). If s = 0 is the 0 vector, then
we define ¢(0):=@. Eachs = (s{,...,s,) € {0,1,2,3} " with1 < |s| =] < n s
assigned to a tuple (k1,...,k;5i1 < -+ < i]) € 31 x [n]l with Si; = Kj. Then we
define

qs)={nk; —D+ij:1<j<l}=:8.
For example, if n = 5and s = (0, 1, 2, 3, 1), then
q(s) =S =1{2,5+3,10+4,5} C [15].
Note that [S| = |s] = [. So
q({s€{0,1,2,3}" : |s| =d}) C {S C[3n]:|S| < d}.

Moreover, this map ¢ : {0, 1,2, 3}" — {S C [3n]} is injective but not surjective. We
denote by p = p, its inverse over Im(g) C 23" (here and in what follows, we use
28311 to denote the family of subsets of [3n])

s=p(S), Selm(g) c 2B

Therefore, the above formulae (2.3) and (2.4) can also be rewritten as

A= Z Ap$)Op(S)- 2.5)
Selm(q)c2i3n]

@ Springer



1664 A.Volberg, H. Zhang

Proposition 2.2 Fix n > 1. There exists a family
S=8={p@:ée(-1,1}")

of density matrices in M (C)®" such that the following holds: For any A € M»(C)®",
the function fa : {—1, 1" — C defined by

fa@ =ulAp@], Ee{-11}*
satisfies

37‘S|Zp(5), S elm(q) C 23]

fa(s) = 2.6
A =14, S ¢ 2\ 1) 2.6)
In particular, || fallco < ||A]l, deg(f4) = deg(A) and for alld > 0
1/r 1/r
Yoo A =3 Y 1O 0<r<oo. (27)
s€{0,1,2,3}":|s|<d SC[3n]:|S|<d

Proof For any

RIS /I

€:= (651), el 61(2), e 6,52), 61(3), e 65,3)) e {—1,1p",
the matrix p (€) is defined as follows
pi=pE)=p1®: - ® py € My(C)®",

where foreach 1 < j <n

1
3

1

oLy 1
pj=pj€) = §|€€;1)>(€€;1)| + 3

2 2 3 3
le (2))(3 (2)| + =le <3)><e (3)|~
6./ Ej GJ- €.

J
Recall for any « € {1,2,3} and € € {—1, 1}, ¥ is a unit vector. Hence each pj(€) is

positive semi-definite with trace 1. So p(€) is also a density matrix.
To prove (2.6), let us employ the notation (2.4). Then for p = p(€) defined as above

Kook Kook
LEUED DD > @l ["il ,,,,, i p]'
>0 k1,...,k1€{1,2,3} 1<iy<---<ij<n

By definition,

p]=tr[aklpi1]---tr[%pil] [] tloop;]
Jlir i)
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= trfo iy ] - - - trloig piy 1.
By Lemma 2.1, foreach 1 <x <3 ande € {—1, 1}
tr [O’Kj|e§)(€§ ] = {0k, ec, €c) = €8x
Thus (recall that «; € {1, 2, 3})

3

3
1 1 1 )
tr[aijij] = g E tr |:O.Kj|e:_(K)><e:§K)|:| = 5 § 6[(]’-()81(1'1( = geij .
' '

k=1 K=

So we have shown that

1
oo | = ulow, pn )+ trlog py] = el €,

and thus

o Klseeosky (1) (k1)
fA(e)_Z Z Z ?ail ,,,,, i€ €

1>0 k1,...,€{1,2,3} 1<i1<---<ij<n

This is nothing but (2.6). To see the rest of statements, note first that by definition and

Holder’s inequality:
|fa@l < trlp@] - 1Al = [|A].

The desired deg( f4) = deg(A) and the inequality (2.7) follow immediately
and the fact that |p(S)| = |S].

3 Proof of Theorem 1.2 and Corollary 1.6

In this section we prove Theorem 1.2 and Corollary 1.6.

Proof of Theorem 1.2 Using the notation (2.5) we need to prove

d+1
2d

NINE dppy<d
> |Ap(s)| T+ < 3'BHI{|A|
Selm(q)c2Bn):|S|<d

for all

A= Z Ap(S)O'p(S) S M2((C)®".
Selm(q)c2Bn1:| 8| <d

from (2.6)
O
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1666 A.Volberg, H. Zhang

Let f4 : {—1,1}*" — C be the function associated to A € M>(C)®" constructed in
Proposition 2.2. So it is also of degree at most d. Then the desired result follows from
the following chain of inequalities:

d+1 d+l
2d 2d

-~ 2d_ -~ 2d_
> Ap| @1 | =30 >0 | fas)a
Selm(q)c2Br:|S|<d SC[3n]:|S|<d

< 3BHIY | fallo
< 39BHIY| A,

where in the first and last inequalities we used Proposition 2.2, and in the second
inequality we used the Bohnenblust-Hille inequality on {—1, 1}". O

Note that Corollary 1.3 follows immediately from Theorem 1.2. Now we prove
Corollary 1.6.

Proof of Corollary 1.6 Fix n > 0. Consider the following set
A= {s €{0,1,2,3)" : |As| > n}.

Recall that ||A|| < 1. Then by Markov’s inequality and noncommutative Bohenblust—
Hille inequality (denoting | A,| the cardinality of .A,))

2d

2 ~ 2 _ 24 4\

|A,| < n~ @ E |Ag| T < @+ (BHA§42(((1)) )
seA,;

Then B, := Y A, ;\\scrs depends on at most k coordinates with

2d
_2d_ <d d+1
k < d|Ay| < dy i (BHMZ(C)> .

Again, by noncommutative Bohenblust—Hille inequality and the fact that ||A| <1

2d
1A= Byl3 = 3 1A <071 37 IANET < 7T (BH o))"
s¢ A, s¢A,

Now choose B = B;, with

—d
. d+1 =<d
ni=et (BHL o)) -

Then ||A — B||2 < €, where B is a k-junta with
A4 2d
k=dn~ B (BHG o))" =ea (BHG o)
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Noncommutative Bohnenblust-Hille inequalities 1667

This finishes the proof, since BH%(C) < 9 for some universal C > 0 by
Theorem 1.2. O

4 Learning quantum observables of low degree

Let us review the classical learning model first. Suppose that we want to learn a class
F of functions on {—1, 1}" using the random query model which we shall explain.
For N > 1, let Xq,..., Xy be N ii.d. random variables uniformly distributed on
{—1, 1}"*. Then how many random queries do we need to recover functions f € F
nicely? More precisely, fix the error parameters €, § € (0, 1), what is the least number
N = N(F, €, 8) > 0 such that for any f € F together with N random queries

X1, f(X1), ... XN, f(XN))

one can construct a random function 4 : {—1, 1} — R such that
2
If —hl; <€

with probability at least 1 — § ? Here || f||2 denotes the L?-norm of f with respect to
the uniform probability measure on {—1, 1}"*. When F = }'nfd consists of functions
f {—=1,1}" — [—1, 1] of degree at most d, Eskenazis and Ivanisvili [14] proved
that

1 n
=<d
NF e ) = - (log 5)C (@,

where C(d) depends on the Bohnenblust-Hille constant BH{Sfl} for functions on
{—1, 1}"* of degree at most d. So logarithmic number O s 4(log(n)) of random
queries is sufficient to learn bounded low-degree polynomials in the above sense.
This improves significantly the previous work [17, 18] on the dimension-dependence
of N(f,?d, €, 8). Later on, Eskenazis et al. [15] proved that O 5 4(log(n)) is also
necessary.

Now suppose that we want to learn quantum observable A over n-qubits, i.e. A €
M, (C)®", of degree at most d with ||A|| < 1.

Our learning model is similar to the classical setting. The random queries are now
replaced with

tr[Ap]l, o~ S,

where p samples uniformly in some set S of density matrices in M (©)®", Our hope
is to build another (random) observable A out of N random queries such that

IA—Al3<e (4.1)

with probability at least 1 — §. Again, the question is, how many random queries
N = N(e, 8, d, n) do we need to accomplish this, and how does N depend on n?
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1668 A.Volberg, H. Zhang

In the remaining part of this section we provide one answer to this question with
S = &, constructed in Proposition 2.2.

Theorem 4.1 Suppose that A € M»(C)®" is of degree at most d and ||A|| < 1. Fix
8,€ €(0,1) and

dy/dlogd
- (5)

with C > 0 large enough. Then given any N random density matrices p™,1 <m <
N independently and uniformly sampled in S,, as well as random queries

(p(m)v tr[Ap(m)]> , p(m) ~ Sn

we can construct a random A € M>(C)®" such that |A — A ||% < € with probability
at least 1 — 6.

Proof Again, we will reduce the problem to commutative case, which we shall explain
how. To any

A= > Aps)0p(s) € Ma(O)®",
Selm(q)c2B3:|S|<d

we associate it with the function f4 : {—1, 1}*" — C constructed in Proposition 2.2.

Recall that f4 is of degree at most d, || fallco < 1, and

fa=ulAp()] = Yoo 3 ALgxs.
Selm(q)c23:|§|<d

Suppose that we have p(X(m)) € S,,1 < m < N as our independent random
density matrices and

(p(X(m)), u[Ap(x(m)]), 1=<m<N

as random queries, where ¥(m),1 < m < N are i.i.d. random variables uniformly
distributed on {—1, 1}*". Similar to the commutative setting [15], we approximate

fas) =3BAa,5, Selm), |S|<d

with the empirical Walsh coefficients

1 & B} 1 < B}
asi= Y fAGm)XsEom) =+ D ulAp(m)lxs(Eom).

m=1 m=1
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Noncommutative Bohnenblust-Hille inequalities 1669

Of course Eag = ]/‘,\4 (S) where E is with respect to the uniform distribution. Since ag
is the sum of i.i.d. random variables, we get by || falloo < 1 and the Chernoff bound
that for b > 0
P {las — Fa(S)| > b} < 2exp (—sz/z) VS eIm(q),|S| <d. (42)
Note that
{S e Im(q) : |S| <d}| =|{s €{0,1,2,3}" : |s| <d}|
- n 4
=) 3() <3 :
2(1)=%(0)
[=0 =0

Then by (4.2) and the union bound

P{3S e Im(g). IS| <d : |as — Fa(S)] > b}
<2 NP 2|(S e Im(q) : S| < d})

d
~Nb?/23d n
; ;(l .

Choosing

d d
N>£log( 3 Z( )), 4.3)
=0

P {las — fa(S)| < b,¥S € Im(q), |S| <d} > 1 3. (4.4)

one achieves

We continue to copycat [14] and introduce the random sets
Sp=A{S €lm(q), S| =d : |ag| = 2b}.

In view of (4.4), with probability > 1 — §:

{|ﬁ(8)| < las| + las — fa(S)| < 3b, if S ¢ .7 “5)

1Fa(S)] = las| — las — fa(S) = b, ifSe .
The second line of (4.5), together with || f4 || < I and the commutative Bohnenblust—
Hille inequality (1.3), yields

2d

|| < b~ d+l Z |fA(S)|d+1 <b~ d+l <BH{<:|:dl}>d+l .
Se.)
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1670 A.Volberg, H. Zhang

Fix b as above. Consider the random polynomial in M, (C)®"

Ap = Z 3‘S|QSGP(S): Z 3‘S|a‘](s)o-s-
Se.%), q(8)eSp

All combined, we have with probability at least 1 — § that

1A= Apl3 <32 Y Jas — Fa(SIF +3% > 1 Fa(S)P?

Se.%, S¢S
< PP\ +32 0T Y [ Fa(S)|ET
S¢S,

2d
d+1 <d \d+I 2 2 2
< <3 + BH{:tl}) (b b 4+ (3b)d+])
2d

d+lgp=d a2
= 10(3*+'BHE) ) b7

To get an error bound ||A — Ab||% < €, we choose

_d+l d+1 <d —d g1
b=10""% (3*1BHE,)) €T

Inserting this into (4.3), we choose N such that

2d
d+1 (2d+1 =<d
21041 (3BT, ) 53 d g
N > prEn log 3 E ; .

=0

Noting moreover that (see for example [14])

d (n) en\d
> ()=(Z)
=0

we may choose

Ca’«/dlogd n
N2z cd+1 log (E)

for some C > 0 large enough. Here, the Bohenblust-Hille constant BH{Sfl} is con-

tained in C4v41ogd With this choice of N, the random polynomial A:= A, above
satisfies

72
[A—=Alz <,

with probability > 1 — 6. O
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5 Bohr’s radius phenomenon on quantum Boolean cubes

One important application of classical Bohnenblust—Hille inequalities is to study
Bohr’s radius problem [5]. The original problem [2] concerns the n-dimensional torus
T" with T = {z € C : |z| = 1} and the exact asymptotic behaviour of Bohr’s radius
was obtained by Bayart et al. [7] using the polynomial version of Bohnenblust—Hille
inequalities (1.2) with the best constants (denoted by BH%d) of subexponential growth

in the degree d. See also [9]. A Boolean analogue of the problem was studied by Defant
et al. in [11], where Bohr’s radius is replaced by Boolean’s radius.

Definition 5.1 Boolean’s radius of a function f : {—1, 1} — R is the positive real
number Br, (f) such that

D T 1FOIBra (O = flloo-

SC[n]
Given a class F,, of functions on {—1, 1}"*, the Boolean radius of F,, is defined as
Br, (F,) := inf{Br,(f) : f € F,}.

Of particular interests to us are the following four classes of functions

(1) Fy(all): all real functions on {—1, 1}" with
Br, (all) := Br, (F;, (all));

(2) F,(hom): all real homogeneous functions on {—1, 1}"* with
Br, (hom) :=Br,, (F;,,(hom));

(3) F.(=d): all d-homogeneous real functions on {—1, 1}"* with
Br, (= d) :=Br, (Fu (= d));

(4) F,(< d): all real functions on {—1, 1}"* of degree at most d with
Br, (=< d) :=Br,(Fu(= d)).

The problem of Boolean’s radius is to determine the right order of decay of Br,, (F;,)
as n — 0o. Among others, Defant, Mastyto and Pérez proved the following.

Theorem 5.2 [11, Theorems 2.1 & 3.1 & 4.1 and Corollary 3.2] Forany 1 <d < n,
we have

(1) Bry(all) = 2" — 1 and thus lim,_, s nBr, (all) = log2;
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(2) there exists C > 1 such that for all
1

1(n\ M 1 (n\ 4

can <d) <Br,(=d) < Cgn (d> ;

1 1
Cg = —""7= and Cd = Cd,
logd

duacV i

where

(3) lim,_ /@Brn(hom) =1

(4) there exist c;, C; > 0 such that

/

Cd

n 2d

c

a~

S
D=

We refer to [11] for more discussions on the similarity and differences between the
Boolean cube case and torus case.

The concept of Boolean radius carries over to the quantum setting without any
difficulties.

Definition 5.3 The guantum Boolean radius of self-adjoint A € M, (C)®" is the
positive real number qBr, (A) such that

Y 1AslgBr, (A = | A].
s€{0,1,2,3}"

Similarly, one may define for a class F,, of self-adjoint matrices in M, (C)®"
gBr,(F,) := inf{qBr,(A) : A € F,}.

Remark 5.4 In [11] only the real-valued functions were considered and some argu-
ments rely on the real structure. We are not going to discuss the possible extension to
the complex-valued functions here. It is for this reason we require A to be self-adjoint.
In fact, when A is self-adjoint, the function f4 = trf[Ap(-)] on {—1, 1}3" constructed
in Proposition 2.2 is real-valued and has real Fourier coefficients, so that we can use
the results in [11] directly. We leave the problem for general A to future study.

If F,, denotes one of the four classes of functions (1-4) on {—1, 1}" listed as above,
then we use 7 to denote the quantum counterpart of class of matrices in M5(C)®".
For example, if 7, = F,,(< d) is the class of polynomials on {—1, 1}" of degree at
most d, then Fi = F (< d) denotes the class of self-adjoint A € M>(C)®" of degree
at most d. Then our main result on quantum Boolean radius is the following.
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Theorem 5.5 For any 1 < d < n and any F, of the four classes of functions (1-4)
listed above, we have

qBr,(F!) <Br,(F,) and  Brs3,(F3,) < 3qBr,(F)).

Proof The first inequality is trivial, as ;, can be viewed as a subset of 7,/ with all the
relevant structures (norm, degree etc.) preserved. In fact, for any f : {—1,1}" - R
with Fourier expansion

fOn )= D iy X,

O<i<nl<ii<--<ij<n

consider the self-adjoint matrix

— . . 3, 3
Ap= D0 DL .ol

O<l<nl<ij<--<ij<n

Clearly, deg(f) =deg(Af)and Ay € FI whenever f € F,. Note that the canonical
basis of M;(C) are eigenvectors of o3 corresponding to eigenvalues 1, —1, respectively.
Let us denote this basis {e1, e_1}. Then under the basis {e;, @ --- R ey, : Xx; €
{—1,1},1 < j < n}, Ay is a diagonal matrix with diagonal entries being

(Afle ® - Qeg) e @ Qeg)= D D aiy _iXi - X

O<i<n I<iy<--<ij<n

So || flloe = |Af]l. By definition, we have Br,(f) = gBr, (A ) and this proves the
first inequality.

To prove the second inequality, we appeal to our reduction method again. In fact,
take any A = A* € F! C M,(C)®". Consider the function fy : {—1, " > R
constructed in Proposition 2.2 which belongs to F3,, whenever F,, is one of four afore-
mentioned classes (1-4). Take the class (3) F;, (= d) for example. By construction, f4
is d-homogeneous if A is. Recall that || f4]lcc < ||All, and by definition of gBr,, (A):

Y 1AslgBr, (A = 3" |As)lqBr, (41 = |A].
s Selm(g)c2i3n!

Then for f4 : {—1, 1}*" — R, we have

Y 1A®IGEBL @A) = 3 A,s)lgBr, (4)"
Selm(g)c2l3] Selm(g)c2l3]
= 1Al = | falloo-

Therefore, by definition of Brs, (f4):
Br3, (fa) < 3qBr, (A).
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So for any A = A* € F;! we find f4 € F3, such that the above inequality holds.
Therefore we get

Br3,(F3) < 3qBr, ()

by definitions of Brs,(F3,) and gBr, (F1). This concludes the proof of the second
inequality. O

Remark 5.6 1t is still possible to improve our estimates using the reduction method.
For example, we have shown that for the class ;! (all) of all self-adjoint matrices in
My (C)®"

21/Bn) _ 1 1
——— < gBr,(Fi(l)) <27 —1.

But we can actually prove

21/n

< gBr, (F(all)) < 2/" — 1.

Infact,forany A = A* € M»(C)®" with || A|| = 1, suppose f4 : {—1, 133" - [—1, 1]
is constructed as before. Then for any 0 # s = p(S) € {0, 1, 2, 3}", we have by [11,
Lemma 2.2] that

|Aol 4+ 375N A )l = 1 Fa@)] + | fa(S)] < 1.

So we get

D 1A < 1Al + (1 = 1A Y (3

se{0,1,2,3} s£0
n
< Aol + (1 — | o) ]; <Z)<9r>k
= Aol + (1 — |AoD) (1 +91)" —1).

This establishes the bound gBr,, (Flall)) > 2]/;_1 by definition.

6 Discussions

We briefly compare our results with the work of Huang et al. [16].

(1) In the work [16], the noncommutative Bohnenblust-Hille inequality (1.4) [16,
Corollary 3] follows from a more general result [16, Theorem 5] which we do not
have. The noncommutative Bohnenblust—Hille constant (C,; in (1.4)) we obtained
is of exponential growth ~ C?, which is better than theirs ~ d©@ . Remark that
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the best known bound for the (commutative) Boolean cubes is subexponential
~ C«/dlogd [12].

(2) Our proof of (1.4) is different from theirs. We use an argument that reduces the
problem to the commutative case and the proof looks simpler, while their proof
that is more self-contained, combines several technical estimates that can be useful
to other problems.

(3) Ourbetter Bohnenblust—Hille constant yields an immediate improvement for learn-
ing quantum observable up to a small prediction error in their work. In particular,
this allows us to remove the log log(1/¢) factor in the exponent of [16, Eq. (A17)].
It also yields an immediate improvement in the sample complexity for learning
arbitrary quantum process. This is because the learning is achieved by considering
the unknown observable to be the observable after Heisenberg evolution under the
unknown quantum process.
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