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Abstract

Females and males across species are subject to divergent selective pressures arising

from different reproductive interests and ecological niches. This often translates

into a intricate array of sex-specific natural and sexual selection on traits that have

a shared genetic basis between both sexes, causing a genetic sexual conflict. The

resolution of this conflict mostly relies on the evolution of sex-specific expression

of the shared genes, leading to phenotypic sexual dimorphism. Such sex-specific

gene expression is thought to evolve via modifications of the genetic networks ul-

timately linked to sex-determining transcription factors. Although much empirical

and theoretical evidence supports this standard picture of the molecular basis of

sexual conflict resolution, there still are a few open questions regarding the complex

array of selective forces driving phenotypic differentiation between the sexes, as well

as the molecular mechanisms underlying sex-specific adaptation. I address some of

these open questions in my PhD thesis.

First, how do patterns of phenotypic sexual dimorphism vary within populations,

as a response to the temporal and spatial changes in sex-specific selective forces? To

tackle this question, I analyze the patterns of sex-specific phenotypic variation along

three life stages and across populations spanning the whole geographical range of

Rumex hastatulus, a wind-pollinated angiosperm, in the first Chapter of the thesis.

Second, how do gene expression patterns lead to phenotypic dimorphism, and

what are the molecular mechanisms underlying the observed transcriptomic varia-

tion? I address this question by examining the sex- and tissue-specific expression

variation in newly-generated datasets of sex-specific expression in heads and gonads

of Drosophila melanogaster. I additionally used two complementary approaches for

the study of the genetic basis of sex differences in gene expression in the second and

third Chapters of the thesis.

Third, how does intersex correlation, thought to be one of the main aspects

constraining the ability for the two sexes to decouple, interact with the evolution

of sexual dimorphism? I develop models of sex-specific stabilizing selection, muta-

tion and drift to formalize common intuition regarding the patterns of covariation

between intersex correlation and sexual dimorphism in the fourth Chapter of the

thesis.

Alltogether, the work described in this PhD thesis provides useful insights into

the links between genetic, transcriptomic and phenotypic layers of sex-specific vari-

ation, and contributes to our general understanding of the dynamics of sexual di-

morphism evolution.
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General introduction

On the biological basis of sex and gender

Gemma Puixeu

“Men are from Mars, women are from Venus”. This statement, popularized

by the relationship counselor John Gray (2012) to illustrate that most of the rela-

tionship problems between men and women derive from fundamental psychological

differences between them, comes in all shapes and flavours in our everyday life. In-

deed, it is remarkable what a big role sex and gender play in our societies – but

why? A very large body of research in the last couple of hundred years has provided

multiple lines of biological evidence for the gendered societies we live in. I, as a

young gender-aware geneticist, curious as much as skeptical, set out to examine for

myself what biology has to contribute to the picture. What does it fundamentally

mean to be a female, or a male? What are the selective forces that shape sex and

gender, and the molecular mechanisms allowing populations to adapt to them? How

predictable are these evolutionary patterns, and how stable are they across species?

Although many fields of biology provide valuable contribution to the character-

ization of sex and gender, my ‘whys’ and ‘hows’-related questions suggested evolu-

tionary biology as the most appropriate discipline to inform my journey; a journey

that began at the very fundamental difference between sexes, which is thought to

rely on anisogamy, i.e. gamete size differences, predicted to have evolved to resolve

a size-amount trade-off in gamete production (Parker et al., 1972; Bulmer & Parker,

2002). Thus, anyone can sex individuals of any species given they have access to their

gametes: females produce larger, fewer gametes, while males’ gametes are smaller

and more numerous; and then there are various types of cosexuals, which produce

both types of gametes. The evolution of higher levels of phenotypic dimorphism is

thought to derive from the fact that each individual female gamete is more expen-

sive, so females will maximize their fitness by taking care of their ‘costly’ offspring,

while males will do so by mating more often (Darwin, 1871; Bateman, 1948). So,

this post-ejaculatory struggle for higher reproductive success based on gamete size



Introduction

is partially translated into pre-ejaculatory mating strategies as well as parental in-

vestment after fertilization, along the so-called sexual cascade (Lehtonen & Parker,

2014; Parker, 2014).

This outlines the standard paradigm of the main evolutionary drivers of sex dif-

ferences, underlying our common understanding of sex and gender in the present

days – and mapping back to Charles Darwin (1871), the first to state that stronger

sexual selection in males, ultimately driven by anisogamy, implies that males would

be the active agents in the evolution of many traits, while females would passively

adopt them by ‘transference’. This would provide biological support for the bio-

logical superiority of males, as well as for why females and males, and so women

and men, were naturally driven to fulfill differential roles in the Victorian society he

was embedded in. Since then, many authors across different fields in biology have

studied the biological dimension of sex and gender differences – providing, however,

a somewhat inconsistent picture.

On the one hand, many studies have gathered evidence for a fundamental differ-

ence between sexes. Evolutionary biology focussed on discussing evolutionary drivers

for female-biased parental care and male-biased sexual dimorphism, most notably

derived from Bateman (1948)’s gradients, ideas that were mirrored by evidence gath-

ered in other fields of biology. For example, testosterone has been discussed since the

discovery of sexual hormones in the 1980s (Brown-Séquard, 1889; Berthold, 1944)

until our days (Herbert, 2015), as a key driver of male masculinization and sexual

dimorphism, leading to marked sexual dimorphism in the most complex phenotypic

traits such as brain structure (e.g. Gur et al., 1982, 1999), which in turn should

underlie fundamental differences in preferences, attitudes and behaviors, making up

the most intricate aspects of gender expression (Connellan et al., 2000). On the

other hand, however, these multiple sources of evidence for fundamental differences

between sexes and genders were overlooked in fields like biomedicine, where a ‘uni-

sex’ catalogue of drugs, developed by using almost exclusively male samples until

very recently (Liu & Mager, 2016), was distributed to individuals across sexes. This

somewhat inconsistent take on the biological basis of sex and gender, systemati-

cally supporting gender binarism and inequality, seems not independent of political

agendas and general social values (Fausto-Sterling, 2000; Fine, 2017; Saini, 2018;

Criado Perez, 2020).

Indeed, a whole body of research has more recently contested this general paradigm

of the biological basis of sex and gender, illustrating that, when surveying a wider

2



The Molecular Basis of Sexual Dimorphism

range of species with (crucially) different questions and expectations in mind, the

general picture becomes more complex and nuanced (Fine, 2017; Saini, 2018). They

provide evidence for sex differences in phenotypic traits (e.g. Klein & Flanagan,

2016; Karp et al., 2017), including brain structure (Joel et al., 2015) and preferences

(Hyde, 2005; Hines, 2020), likely underlain by metabolic (Mogil, 2020), hormonal

(Marrocco & McEwen, 2016; Yao et al., 2019) and generally molecular (Rawlik et

al., 2016; Bernabeu et al., 2021; Arnold, 2022) sex differences. Differences which,

crucially, are quantitative rather than qualitative, derived from highly-overlapping

distributions between sexes (Ah-King & Ahnesjö, 2013), and which are moreover

context-dependent (Kleisner et al., 2021), generated by a seemingly more symmetri-

cal picture of sexual selection, where both sexes experience within-sex competition,

exert mate choice (Berglund et al., 2006; Brown et al., 2009; Tang-Mart́ınez, 2010;

Edward & Chapman, 2011; Schlupp, 2018; Parish, 2022) and share parental care in

a wide range of species (A. S. Griffin et al., 2013; Saltzman et al., 2017).

This illustrates two points: first, how important it is to examine patterns of

sexual dimorphism, here understood as a quantitative measure of sex differences (and

not implying bimodal distributions or necessarily qualitative differences between

sexes), across species and phenotypic levels, in order to get a more complete picture

of sex differences, as well as the selective forces and molecular mechanisms that

underlie them. Second, more generally, that the scientific community, as does society

as a whole, builds on inherited knowledge and ideas established through historical

processes, sometimes manifested in verbal arguments and general beliefs that are

taken for granted rather than explicitly challenged.

With this preamble in mind, of which I have become more aware throughout

these last few years, my PhD has focussed on characterizing various aspects of sex-

ual dimorphism evolution, both empirically and theoretically. Concretely, I explored

a wide range of questions using very diverse methodology and data across species

and phenotypic levels in order to get a first-hand, deeper understanding of the bio-

logical dimension of sex, as well as the evolutionary forces and molecular mechanisms

shaping it.

The first project involved analyzing the spatial and temporal patterns of sexual

dimorphism of Rumex hastatulus, a dioecious wind-pollinated plant. I found the

invitation to study sex differences in plants very appealing, since most of our no-

tion of sex and gender is based on their expression in animals. However, the more
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recent evolution of dioecy and sex chromosomes in angiosperms than most animals

(Charlesworth, 2002; Ming et al., 2011), as well as a greater diversity of mating

systems in closely-related species (from dioecy, to various types of cosexuality, and

andro- and gyno-dioecy, Barrett, 2010), and only indirect interaction between fe-

male and male components via various types of biotic and abiotic factors (Lloyd &

Webb, 1977; Moore & Pannell, 2011), offers a great opportunity to study sex-specific

selective forces underlying sex differences in plants, and find generalizable processes

across plant and animal kingdoms.

Concretely, we analyzed patterns of genetically-based sex-specific phenotypic

variation, as well as sexual dimorphism, along 3 life-cycle stages and across 30 pop-

ulations spanning the whole geographic range and representing two sex-chromosome

races of R. hastatulus. We found that patterns of sexual dimorphism did not differ

between the chromosome races; however, they vary along lifespan and geographi-

cal space consistent with sex-specific natural and sexual selection shaping overall

sex differences in reproductive roles. For example, we found that males are taller

at peak flowering, and have overall fewer but larger inflorescences than females,

likely to optimize pollen dispersal (Niklas, 1985). This is likely driven by pollen-

pollen competition, one of the main drivers of plant sexual selection, particularly

strong in wind-pollinated plants, since flowers are commonly uniovulate (Friedman

& Barrett, 2009). On the other hand, females spread their flowers across a higher

number of smaller inflorescences, likely to facilitate pollen capture, and grow to be

taller than males at maturity (leading to a temporal reversal in sexual dimorphism

for height), likely to facilitate seed dispersal (Thomson et al., 2011; Bullock et al.,

2017). We also find that females invest more in vegetative tissue, consistent with

their higher carbon requirements for seed production, as opposed to the relatively

higher nitrogen requirement for pollen production in males (Delph, 1999; Harris

& Pannell, 2008). Further evidence for natural selection shaping local patterns of

sexual dimorphism was provided by the fact that a large proportion (up to 43%) of

inter-population variation in sexual dimorphism for some traits can be attributed

to differential response to climatic clines between the two sexes.

We also examined the patterns of intertrait and intersex correlations, and how

they might affect phenotypic evolution. Contrary to the expectation and general

observation in other studies (Lande, 1980; Ashman, 2003; Poissant et al., 2010)

of a negative correlation between both, we found that intersex correlation did not

significantly covary with sexual dimorphism across traits. However, we found sub-

stantial differences in inter-trait correlations between sexes. Concretely, we found
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that males had more significant among-trait correlations and trade-offs than females,

consistent with previous results (Steven et al., 2007; Delph et al., 2010), as well as

general evidence for correlated evolution between traits potentially contributing to

the observed patterns of sex-specific variation.

This study was, to our knowledge, the first account of clinal variation in sex-

ual dimorphism in plants, and provided an in-depth picture of phenotypic sexual

dimorphism, illustrating how it evolves as a consequence of multivariate sex-specific

selection, corresponding to intricate compromises between natural and sexual selec-

tion acting on both sexes, which moreover change through time and space. This

motivated what would be the main focus of the rest of the PhD, a question that

has long fascinated evolutionary biologists: how does a single genome manage to

decouple the genotype-to-phenotype map between the sexes, responding to such a

complex array of time-, space- and generally context-dependent sex-specific selective

pressures?

The molecular mechanisms that resolve sexual conflict into sexual dimorphism

typically involve sex-linkage and sex-biased expression (R. M. Griffin et al., 2013;

Mank, 2017). The first implies genetic linkage of sexually-antagonistic alleles with

sex-determining regions (Dean & Mank, 2014; Wright et al., 2017), and so is lim-

ited to loci with differential representation in both sexes, most typically the sex

chromosomes, but also mitochondrial or chloroplast DNA, which represent a small

proportion of the genome. The second, however, refers to differential expression of

the shared genes, which include most of the genome, and so it is thought to be the

main mechanism underlying phenotypic sexual dimorphism (Stewart et al., 2010;

Mank, 2017).

For the next two projects, which constituted the main body of this PhD, I worked

on the characterization of the molecular basis of sexual dimorphism, with particular

focus on understanding the genetic variation underlying sex differences in expression.

For this, we chose Drosophila melanogaster, a well-studied model organism that

witnessed the ever-first genetic mapping of a phenotype by Thomas Hunt Morgan

in 1910 (Green, 2010), which happened to be the sex-linked white mutation on the

X chromosome. Now, over a century later, we have extensively examined molecular

and phenotypic variation, including gene expression, in various species of Drosophila

(R. M. Griffin et al., 2013; Huang et al., 2014; Meiklejohn et al., 2014; Hales et al.,

2015), and even linked the two (e.g. Mackay & Huang, 2018) – something only
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imaginable in Morgan’s times.

For the next project, second in the overall count, we characterized various aspects

of the regulatory variation underlying sex- and tissue-specific gene expression using

a newly-obtained dataset including replicate sex-specific gene expression of heads

and gonads of within- and reciprocal between-line crosses between inbred lines of

the Drosophila Genetic Reference Panel (DGRP, Mackay et al., 2012; Huang et

al., 2014). This dataset provides a nice add-on to current studies analyzing similar

patterns, which often rely on whole-body data in single crosses (Wittkopp et al.,

2004; McManus et al., 2010; Coolon et al., 2013), even though patterns of gene

expression (regulation) are very tissue-specific (e.g. Urbut et al., 2019; Oliva et al.,

2020) and often variable across genetic backgrounds.

First, we found no evidence of maternal genotype or parent-of-origin effects on

gene expression in our data, as was previously reported for Drosophila (Wittkopp

et al., 2006; Coolon et al., 2012; Chen et al., 2015; Takada et al., 2017). Second, our

results suggest that while ovaries and heads of both sexes have similar cis-regulatory

architectures, testes display more and substantially different cis-regulatory effects.

This suggests that the sex differences in regulatory architecture that had been pre-

viously observed in whole-body data may largely derive from testes-specific effects.

Third, we examine the patterns of cis-regulatory variation across genes with dif-

ferent levels of sex bias in gonads and heads. We find more cis variation in un-

biased and moderately-biased genes in heads, consistent with the hypothesis that

genes with low sex bias should be subject to strongest sexual conflict (Cheng &

Kirkpatrick, 2016), potentially presenting more variation maintained by balancing

selection (e.g. Kidwell et al., 1977; Morrow & Connallon, 2013). While no clear

pattern in cis-regulatory variation across sex bias categories was found in testes,

we observe reduced cis variation for male-biased genes in ovaries, suggesting that

the cis variants acting on these genes in males do not lead to changes in ovary ex-

pression. Last, we examine the dominance patterns of gene expression, and find an

enrichment of cis-regulatory effects in additive genes compared with non-additive

genes consistently across samples, as expected (Lemos et al., 2008; McManus et al.,

2010; Zhang et al., 2011; Gruber et al., 2012; Meiklejohn et al., 2014), a pattern

that is most marked in testes. However, sex- and tissue-specific general patterns of

inheritance as well as trans-regulatory variation are highly variable across biological

crosses, although these were performed in very controlled experimental conditions.

This finding suggests that these aspects are highly dependent on genetic effects and
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highlights the importance of using various genetic backgrounds to infer generalizable

patterns.

The results from this project provide substantial evidence of differential sex-

specific regulatory architecture of gene expression between tissues, but do not allow

us to get a mechanistic understanding of this variation, nor how it operates to gen-

erate variation for sex differences, which is expected to substantially differ between

tissues with different levels of sexual dimorphism (Stewart et al., 2010).

To explore these questions, we needed higher resolution. Concretely, we used a

complementary approach that allowed us to identify individual mutations underly-

ing the differential regulatory architecture for gene expression between sexes we had

generally observed, with a particular focus on the identification of the genetic vari-

ation underlying sex differences in expression. This consisted in detecting eQTLs

associated with sex bias in gene expression, calculated as log
2
(expf/expm), as a di-

rect measure of sex differences in expression. To achieve more power, we ideally

want an estimate of sex bias per genetic background, requiring sex-specific gene

expression per genotype, which is not available for wild, outbred populations.

To this end, we generated another dataset, this time consisting of replicated sex-

specific gene expression for heads and gonads of 95 crosses between 190 Drosophila

melanogaster inbred lines from the DGRP, where F1 individuals are outbred, but

genetically identical within each line, allowing us to obtain a measure of sex bias in

gene expression per genotype. We used this dataset to characterize the molecular ba-

sis underlying sex differences in expression, with a particular focus on understanding

how this compares between tissues with high and low levels of sexual dimorphism.

The molecular patterns we find strongly reflect the differences in phenotypic di-

morphism between the two tissues, with gonads having more sex bias in expression

as well as more sex-specific regulatory architecture than heads. We find that a third

(two thirds) of mutations associated with sex bias in heads (gonads) act by affecting

expression in a sex-specific manner, with a greater proportion being male-specific;

also, we detect sex-biased and sexually-antagonistic associations, which generate

variation for sex bias by affecting sex-specific expression in different magnitudes

and directions, respectively. However, these are very rare, as previous studies have

reported (Meiklejohn et al., 2014; Oliva et al., 2020). Also consistent with previous

results, we detect an enrichment of cis-regulatory effects and a higher intersex cor-

relation among associations that are shared between sexes.
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At this point we have a good picture of the three relevant layers of sexual di-

morphism: first, how phenotypic dimorphism varies across time and space, but also

across traits and tissues; second, how differential gene expression is likely to under-

lie most patterns of complex sexual dimorphism; third, how individual mutations

operate to generate sex differences in gene expression. However, they say one only

understands a process if one can predict it. And this is what we do in this last

project: define models of sex-specific stabilizing selection, mutation and drift in or-

der to explore various aspects of the dynamics of sexual dimorphism evolution, and

how they vary across selection regimes and genetic architectures.

Concretely, we focus on the relationship between intersex correlation and sexual

dimorphism. Intersex correlation, defined as the phenotypic correlation of individual

genotypes when expressed in either sex, is thought to quantitatively constrain the

evolution of sexual dimorphism: with a high intersex correlation, the genotype-to-

phenotype relationship is more similar and thus difficult to decouple between sexes,

potentially leading to a negative covariance between the two. This pattern has been

generally (Preziosi & Roff, 1998; Delph et al., 2004, 2010; Bonduriansky & Rowe,

2005; McDaniel, 2005; Poissant et al., 2010 – but not universally: Cowley & Atchley,

1988; Ashman, 2003; Chenoweth & Blows, 2003; Leinonen et al., 2011, Chapter 1 of

this thesis) observed across traits and species, and is usually interpreted to derive

from the fact that either a low intersex correlation allows for more sexual dimorphism

evolution, or that intersex correlation is reduced under sex-specific selection leading

to dimorphic evolution (Bonduriansky & Rowe, 2005; R. M. Griffin et al., 2013;

Stewart & Rice, 2018; McGlothlin et al., 2019). These seemingly logical hypotheses

seem to trace back to Lande (1980, 1987) and Fisher (1958), who did not illustrate

them with mathematical models, and rather seem to rely on their intuition on how

such correlations should evolve; an intuition that has been reproduced multiple

times in the field of sex-specific selection even though no study to date has provided

mechanistic understanding for it.

This is what we do here: we jointly examine intersex correlation and sexual

dimorphism both at steady state under stabilizing selection and as the popula-

tion adapts under directional selection, in order to test the conditions in which

this general pattern is expected to arise, with a special focus on testing these two

commonly-stated hypothesis. On the one hand, we reproduce the classical result

that expected rfm and sexual dimorphism at equilibrium are independent (Lande,

1980), and demonstrate that a negative association between both at steady state

can be generated by genetic drift. Also, we show that the two common hypotheses
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imply the expected negative association only weakly, and only when three additional

assumptions are met. Specifically, that 1) some traits are sex-specifically adapting

under directional selection, 2) that this sex-specific adaptation is more commonly

divergent than convergent and 3) that some subset of traits has a non-infinitesimal

genetic architecture. This study is, to our knowledge, the first mechanistic explo-

ration of various scenarios with potential to generate a negative correlation between

intersex correlation and sexual dimorphism, and the assumptions that they require.

We show that this negative association only arises under a very specific set of con-

ditions, and that the common intuition is not generalizable across selection regimes

and genetic architectures. Generally, this illustrates how historical heritage can in-

fluence how we think of problems, and the importance of taking a step back to

challenge it.

Besides the specific technical points each project has illustrated, through this

PhD I have learned a few lessons about (the study of) the biological dimension of

sex.

First, that sexes differ. Sexual dimorphism is prevalent across species, popula-

tions, traits and tissues, something that is very important to acknowledge in fields

like biomedicine but also conservation.

Second, that such differences are quantitative rather than qualitative, and vary

along time and space as a consequence of sex-specific selective forces, reflecting

intricate compromises between sexual and natural selection. In other words, that

there is much beyond the canonical picture where males actively compete to be the

favourite of a passively choosing female.

Third, that a comprehensive understanding of sex differences relies on integrating

information on the historical process of selective forces driving sex-specific adapta-

tion, as well as the molecular mechanisms that operate to facilitate or constrain

sex-specific adaptation.

Fourth, that all this has to be done with a critical eye, aware of the biases of the

scientific method, and ready to question current assumptions and expand knowl-

edge beyond common intuition. A gender-aware perspective is crucial to interpret

biology-informed data (e.g. Zuk, 1993; Hrdy, 1999; Fausto-Sterling, 2000; Fine,

2017; Saini, 2018; Shansky & Murphy, 2021) and facilitate a more egalitarian im-

plementation of societal gender expression, that transcends but also recognizes its

biological drivers.
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Chapter 1

Variation in sexual dimorphism in a

wind-pollinated plant: the influence of geographical

context and life-cycle dynamics1

Gemma Puixeu2, Melinda Pickup2, David L. Field

and Spencer C.H. Barrett

Abstract

Understanding the mechanisms causing phenotypic differences between fe-

males and males has long fascinated evolutionary biologists. An extensive

literature exists on animal sexual dimorphism but less is known about sex dif-

ferences in plants, particularly the extent of geographical variation in sexual

dimorphism and its life-cycle dynamics.

Here, we investigate patterns of genetically-based sexual dimorphism in veg-

etative and reproductive traits of a wind-pollinated dioecious plant, Rumex

hastatulus, across three life-cycle stages using open-pollinated families from 30

populations spanning the geographic range and chromosomal variation (XY

and XY1Y2) of the species.

The direction and degree of sexual dimorphism was highly variable among

populations and life-cycle stages. Sex-specific differences in reproductive func-

tion explained a significant amount of temporal change in sexual dimorphism.

For several traits, geographical variation in sexual dimorphism was associated

with bioclimatic parameters, likely due to the differential responses of the

sexes to climate. We found no systematic differences in sexual dimorphism

between chromosome races.

Sex-specific trait differences in dioecious plants largely result from a balance

between sexual and natural selection on resource allocation. Our results indi-

cate that abiotic factors associated with geographical context also play a role

in modifying sexual dimorphism during the plant life cycle.

1This work has been published at https://doi.org/10.1111/nph.16050
2These authors contributed equally to this work.

https://doi.org/10.1111/nph.16050
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Introduction

Trait differences between females and males (sexual dimorphism) reflect sex-specific

optima related to their different reproductive roles (Darwin, 1871; Andersson, 1994).

In dioecious plants, the strength and direction of sex-specific selection can vary

within species, providing opportunities to examine the genetic and evolutionary

drivers of sexual dimorphism (Lloyd & Webb, 1977; Delph, 1999; Geber et al., 1999;

Barrett & Hough, 2013). Mechanisms of pollen and seed dispersal may mediate

the strength of sex-specific selection because female and male components interact

indirectly through biotic or abiotic vectors (Lloyd & Webb, 1977; Moore & Pannell,

2011). Male-male competition can be particularly intense in wind-pollinated species,

compared to animal-pollinated systems, because flowers are commonly uniovulate

(Friedman & Barrett, 2011). Consequently, conspicuous sexual dimorphism is pre-

dicted to evolve for traits related to pollination success in anemophilous species

including plant height, flower number and inflorescence deployment (Eppley & Pan-

nell, 2007; Friedman & Barrett, 2009; Tonnabel et al., 2019). Specifically, males are

expected to invest in fewer, but larger and taller inflorescences, whereas females are

predicted to have flowers spread throughout the air stream and distributed across

more inflorescences. Yet sexual selection may also interact with the different resource

requirements of the sexes to influence the level and direction of sexual dimorphism.

For example, whereas males may have higher nitrogen demands for pollen pro-

duction, females require a greater investment in photosynthetic tissues to produce

carbon for seeds and fruits (Delph, 1999; Harris & Pannell, 2008), which may result

in females having higher vegetative investment (Teitel et al., 2016). Consequently,

sex-specific trait differences in anemophilous plants may reflect both wind-mediated

selection for proficient pollen and seed dispersal, and optimal resource allocation

between vegetative and reproductive structures.

Variation in sexual dimorphism within species may occur at both temporal and

geographical scales (Lloyd & Webb, 1977; Barrett & Hough, 2013). Temporal

changes in patterns of sexual dimorphism during plant life cycles can result from the

timing of the different reproductive roles of the sexes (Delph, 1999; Hesse & Pan-

nell, 2011; Sánchez Vilas & Pannell, 2011). For species with wind-mediated pollen

and seed dispersal, males optimize pollen dispersal during peak flowering, whereas

females maximize pollen receipt during flowering and seed dispersal at reproductive

maturity. Thus, selection is likely to favour taller males at peak flowering and taller

females at reproductive maturity, leading to temporal changes in sexual dimorphism

for plant height (Pickup & Barrett, 2012). These dynamics highlight the value of
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measuring sexual dimorphism at different life-cycle stages to capture the complexity

of sex-specific roles (Harris & Pannell, 2008; Hesse & Pannell, 2011; Sánchez Vilas

& Pannell, 2011; Teitel et al., 2016).

Differences in sex-specific trait optima among populations can reflect the balance

between sexual and natural selection mediated by local ecological conditions (Lande,

1980). Sex-specific differences in reproductive costs and allocation trade-offs (Lloyd

& Webb, 1977; Delph, 1999; Obeso, 2002) may result in differential responses of each

sex to environmental gradients (e.g. rainfall, temperature, Delph, Andicoechea, et

al., 2011), thereby contributing to heterogeneity in patterns of dimorphism, which

in some cases may result in geographical clines. Although sex-specific plasticity

in trait expression across environmental conditions has been reported in several

dioecious plant species (Delph & Bell, 2008; Teitel et al., 2016), among-population

variation in sexual dimorphism has not been investigated in detail (but see Delph

et al., 2002). Moreover, to date, no studies have used common gardens to examine

population-level variation in sexual dimorphism in relation to the environment of

source populations.

For wind-pollinated species, demographic factors including population size and

plant density will likely influence sexual selection by mediating the degree of male-

male competition (Steven & Waller, 2007; Stehlik et al., 2008; Friedman & Barrett,

2009; Tonnabel et al., 2019). Biased sex ratios can also influence the strength of

sexual selection by varying the degree of pollen competition (Compagnoni et al.,

2017), with less competition expected in populations with female-biased sex ratios.

Disentangling the relative importance of these processes requires investigation of

patterns of sexual dimorphism in different environmental and demographic contexts

and for multiple populations spanning a species’ geographic range, an approach we

use here.

The evolution of sexual dimorphism results from the interplay between sex-

specific selection and the underlying genetic architecture of traits (Delph et al.,

2002, 2010; Ashman, 2003; Weller et al., 2006). Strong intersex genetic correla-

tions may constrain the evolution of sexual dimorphism (Lande, 1980; Meagher,

1992) and inter-trait correlations can lead to the evolution of sexual dimorphism for

traits that are not directly under selection (Delph et al., 2002). Finally, sex-specific

differences in correlation among clusters of traits may impose constraints or result

in trait coevolution in a sex-specific manner (Meagher, 1992; Delph et al., 2002,

2005). These complexities highlight the importance of sex-specific inter-trait and

intersex correlations for predicting responses to selection and the evolution of sexual
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dimorphism.

The more recent evolution of dioecy and sex chromosomes in angiosperms (Charlesworth,

2002; Ming et al., 2011) than in most animals provides the potential to examine sex-

ual dimorphism in relation to sex chromosome variation (Govindarajulu et al., 2013;

Charlesworth, 2018). In dioecious Rumex (Polygonaceae), sex chromosome systems

vary both within and between species (Navajas-Pérez et al., 2005; Cuñado et al.,

2007). Rumex hastatulus possesses two distinct karyotype races with different sex

chromosomes (Texas race XY; North Carolina XY1Y2; Smith, 1963; Bartkowiak,

1971). Karyotype differences may affect divergence between male and female phe-

notypes in two ways. First, sex-linked genes may contribute disproportionately to

the patterns of phenotypic and genetic differentiation between the races (Beaudry

et al., 2020). Second, sex chromosomes may influence patterns of sex-specific adap-

tation and intersex correlations through differences in dosage compensation and/or

unequal transmission between the sexes (Rice, 1984; Dean & Mank, 2014). This

species therefore provides a unique opportunity to determine whether sex chromo-

some variation contributes to patterns of sexual dimorphism.

Here, we examine spatial and temporal variation in genetically-based sexual di-

morphism in R. hastatulus. We measured quantitative traits under uniform glasshouse

conditions across three life-cycle stages corresponding to pre-reproduction, peak

flowering and reproductive maturity in 30 populations sampled from across the ge-

ographical range of the species, including the two chromosome races. Specifically,

we asked the following questions: (i) does sexual dimorphism in reproductive and

vegetative traits vary among life-cycle stages in relation to the different reproductive

roles of females and males? (ii) Does sexual dimorphism vary among populations

across its geographic range and between chromosome races? (iii) Can demographic,

geographical and bioclimatic variables explain among-population variation in sexual

dimorphism? Having established the overall patterns of sexual dimorphism in R.

hastatulus we then investigated trait correlations within and between the sexes to

ask if intra- and intersex correlations vary across the life-cycle for reproductive and

vegetative traits. Our findings demonstrate that patterns of sexual dimorphism vary

across the life cycle associated with differences between the sexes in reproductive

roles, but also geographically likely because of sex-specific responses to bioclimatic

parameters.
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Materials and Methods

Study species and population sampling

Rumex hastatulus (Polygonaceae) is a largely annual colonizer of open sites dis-

tributed across the southern regions of the USA from Texas to North Carolina and

Florida. Both pollen and seed of R. hastatulus are wind dispersed. The species is

cytologically complex with two main chromosome races (Smith, 1963); the North

Carolina karyotype (females = XX, 2n = 8; males = XY1Y2, 2n = 9) and the Texas

karyotype (females XX, males XY, 2n = 10). Populations of the Texas race are

distributed across four states: Texas (TX), Oklahoma (OK), Arkansas (AK) and

Louisiana (LA), whereas populations of the North Carolina race occur in North

Carolina (NC), South Carolina (SC), Georgia (GA), Alabama (AL) and Florida

(FL).

To examine geographical variation in sexual dimorphism we sampled 30 popu-

lations of R. hastatulus, including 15 from each chromosome race (Figure S1). The

populations represent a sub-sample of 46 populations previously used to examine

sex-ratio variation (see Pickup & Barrett, 2013). The 30 populations included here

were chosen based on available seed from at least 20 maternal plants and to span

the observed variation in population size (TX race range = 66– ≈ 2, 000, 000, NC

race range = 10– ≈ 556, 000) and plant density (TX race range = 0.21–122.4 plants

m−2, NC race range = 0.04–34.3 plants m−2) within each chromosome race. For

each population, open-pollinated seed families were collected from randomly chosen

females along transects (for further details see Pickup & Barrett, 2013).

Experimental design and traits measured

In June 2010, we germinated 6 seeds from 15 randomly chosen maternal plants (90

seeds per population) from each of the 30 populations (2700 seeds in total). Seeds

were soaked in water for 24 hours at 4◦C and transferred to moist filter paper in

petri dishes in a growth cabinet maintained at 20◦C for 12 hours and 10◦C for 12

hours with continuous light. After ∼ 14 days we randomly chose and transplanted

60 seedlings (four from each of the 15 families) per population individually to 5 cm

pots containing Pro-Mix BX (peat moss, vermiculate and perlite) and NPK fertil-

izer (20:20:20) and these were grown in a glasshouse at 20–24◦C. Due to maternal

variation in germination, 48 – 64 seedlings were planted per population (mean =

59.7; average of 3.4 seedlings per family, all with male and female representation,
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with sex determined at flowering). The 1792 seedlings were positioned in a complete

randomised block design in the glasshouse.

To examine variation in sexual dimorphism among populations and during the

life cycle, we measured traits at three growth stages: pre-reproduction (2 weeks),

peak flowering (4 weeks), and reproductive maturity (8 weeks) from planting date.

(i) Plant height (vertical height from the pot surface to the tallest point on the plant),

(ii) number of leaves and (iii) leaf size were measured at each life-cycle stage. At four

and eight weeks, we measured several reproductive traits: (iv) flowering (presence

of flowers in anthesis), (v) number of stems, (vi) number of flowering stems, (vii)

number of inflorescences, and (viii) length of three representative inflorescences (as

a surrogate for the number of flowers per inflorescence, Pickup & Barrett, 2013).

We additionally calculated: (ix) flowering as a binary variable (yes/no), (x) propor-

tion of flowering stems for those individuals flowering and (xi) an estimate of total

flower number, by multiplying the number of inflorescences (vii) by average inflo-

rescence length (viii). Sex (male, female), was determined at week 4 or 8 by flower

morphology. Non-flowering individuals could not be sexed and were therefore not

considered in the analyses. At reproductive maturity (8 weeks) we harvested plants

and separated the above ground biomass into (xii) vegetative biomass (including

rosette leaves, stem leaves and stems), and (xiii) reproductive biomass (including

inflorescences, and seeds and fruit for females). Total biomass (xiv) is represented

as the sum of vegetative and reproductive biomass. We obtained dried weights for

each biomass component by drying samples at 55◦C for three days before weighing

them on a four decimal place gram balance.

Statistical analysis

To examine if sexual dimorphism in morphological and reproductive traits varied

with chromosome race, population and life-cycle stage we used generalized linear

mixed models (GLMMs, function “glmer” of the R package “lme4”). For overall

models of sexual dimorphism, sex, chromosome race (or population) and life-cycle

stage were included as fixed effects, and maternal parent (nested within population)

as a random effect. In models analyzing temporal variation, life-cycle stage was

additionally included as a fixed effect, and individual as a random effect to correct

for non-independence of observations across time points. However, given a signif-

icant interaction between life-cycle stage and sex (particularly strong between the

first time point and the other two – see Table S1), the effect of chromosome race

and population were examined using models for each life-cycle stage separately. In
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sex x chromosome race models, population was included as a random effect. The

probability distribution and link function used for each specific model were cho-

sen by considering the (i) nature of the response variable, (ii) relation between the

mean and variance of the response variable, and (iii) quantile-to-quantile plots of

the response variable versus data generated under different candidate distributions.

Model choice was based on: (1) Akaike information criterion (AIC) values, (2) nor-

mal independent and identically distributed (iid) residuals, and (3) low correlation

between residuals and fitted values and high correlation between predicted and ob-

served values. These are standard criteria to decide on modeling strategy when

using GLMMs (Bolker et al., 2009). We checked for overdispersion in Poisson and

binomial models, and these were resolved by including “individual” as a random

effect. We determined the overall effects and significance of the fixed factors using

type 2 ANOVA. When there was a significant interaction between sex and chro-

mosome race, we used chromosome race-specific models to examine overall sexual

dimorphism and among population variation. For each model, we used the “pre-

dictmeans” (R package) to obtain predicted means (conditional on all other sources

of variation included in the models) and 95% confidence intervals, which were used

for display and posterior analyses. These, and all subsequent statistical analyses,

were performed using R version 3.4.4 (R Core Team, 2022).

Percent sexual dimorphism

To evaluate patterns of sexual dimorphism we calculated percent sexual dimorphism

(%SD) as (meanf − meanm)/meanm × 100, where where meanf and meanm are the

predicted means for females and males respectively (see Delph et al., 2002) for each

trait and time point, both within and among populations and chromosome races.

Positive values indicate female-biased, while negative values male-biased, sexual

dimorphism. We calculated the confidence intervals as
√︂

(min2

f + min2

m), where

minf and minm are the lower (or upper) bound of the 95% confidence interval for

females and males given by the “predictmeans” function from the GLM models.

Variation in sexual dimorphism among populations along demographic,

geographical and bioclimatic gradients

We used multiple linear regression to examine if demographic (population size, pop-

ulation density and sex ratio), geographical (altitude, latitude and longitude) and

bioclimatic parameters could explain among-population variation in percent sexual
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dimorphism. We measured demographic parameters in the field in May-June 2009.

For populations with < 200 individuals, total population size, density (plants m−2)

and sex ratio as no. females/(no. females + no. males) were obtained by direct

counts. For large populations (> 200 individuals), demographic parameters were

estimated from stratified quadrats along four randomly positioned transects (see

Pickup & Barrett, 2013 for full details on sampling and the data obtained). For

each population, we obtained data for 19 bioclimatic variables (see Figure S4A)

from WorldClim version 1.4. (Hijmans et al., 2005), which provides high-resolution

(∼1km) interpolated climate surfaces based on monthly averages from 1960-90.

To examine if these parameters explained significant variation in percent sexual

dimorphism we used separate models for: (i) demographic, (ii) geographical, and

(iii) bioclimatic variables. For the set of models examining bioclimatic variables,

we first reduced the number of predictors to ensure their independence (determined

using Spearman rank correlations, rs, Figure S4A), and also that the predictors

recapitulated the observed geographical clines by examining the two first principal

components of the selected bioclimatic variables in comparison to all variables (Fig-

ure S4B). In all models and for all traits and life-cycle stages, explanatory variables

were added sequentially to models of increasing complexity and ANOVA was used

for model selection to identify the variable(s) that best explained differences in sex-

ual dimorphism. For each model, we tested for homogeneity of residuals using the

Shapiro-Wilk normality test. To facilitate interpretation of the contribution of bio-

climatic variables to variation in sexual dimorphism, we regressed sex-specific means

on these variables for traits where multiple regressions were significant (Table S3).

We also visualized the relations between each parameter and sexual dimorphism to

assess the direction of the correlations and whether heterogeneity in sexual dimor-

phism scaled with each predictor using funnel plots.

Intersex and inter-trait correlations

We estimated intersex and inter-trait correlations at weeks 4 and 8 separately as

Spearman rank correlation coefficients (rs) across predicted means including all

populations. Given that our experiment was designed to maximize the number

of populations sampled, there were too few individuals within families in each pop-

ulation to enable maternal variation to be taken into account in the calculation

of population-level correlations. To account for the potential effect of confounding

variables on trait correlations, partial intersex and inter-trait correlations were addi-

tionally calculated using “pcor.test” function from the “ppcor” R package with the
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Spearman method, by controlling for the predicted population means of the rest of

the trait values (and averaged across sexes for the intersex partial correlations). We

determined whether pairwise inter-trait correlations differed significantly between

the sexes via bootstrapping: we calculated sex-specific 95% confidence intervals for

correlations between all pairs of traits by selecting 25 out of all populations 1000

times. If the sex-specific confidence intervals did not overlap we concluded that there

was a significant difference in inter-trait correlations. Pairwise correlations between

absolute values of percent sexual dimorphism and intersex correlation were com-

puted as Spearman rank correlation coefficients. For all analyses, P-values indicate

probability that rs=0.

Figure 1: Sexual dimorphism of vegetative traits at four and eight weeks in Rumex has-

tatulus. Predicted means and 95% confidence intervals at two time points (4 weeks and
8 weeks) for males (orange squares) and females (green circles) of the Texas (TX) and
North Carolina (NC) chromosome races (individual points) and overall values for each
sex (dashed lines and color shading). Traits measured at four and eight weeks were (A,
B) height (cm), (C, D) number of leaves and (E, F) leaf size (cm), while (G) vegetative
biomass (grams) was measured at harvest. The significance of sex differences for each
chromosome race and across both races is indicated by stars above the individual bars and
in the lower right corner of each plot, respectively. *, 0.01 < P < 0.05; ***, P < 0.001; ns
= not statistically significant.
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Results

Sexual dimorphism in vegetative traits

Sexual dimorphism in plant height changed significantly across the life cycle of R.

hastatulus. There was no sexual dimorphism at week 2 prior to flowering (Figure

S2A), but at week four (peak flowering) males were significantly taller than females

(%SD = -16.1; Figure 1A, Figure 3 and Figure S2B), and at week 8 (reproductive

maturity and seed dispersal) sexual dimorphism for height reversed, with females

taller than males (%SD = 9.4; Figure 1B, Figure 3 and Figure S2C). The reversal

in height was indicated by the significant interaction between sex and life-cycle

stage when the model included both 4 and 8 weeks (Table S1). These patterns

of sexual dimorphism were consistent across populations and chromosome races,

as indicated by the non-significant sex x population and sex x chromosome race

interactions (Table S1). At week 8, females produced more (%SD leaf number =

15.8) and larger leaves (%SD leaf size = 7.3; Figure 1D,F and Figure 3) and this

was reflected in female-biased sexual dimorphism in vegetative biomass at harvest

(%SD = 45.2; Figure 1G and Figure 3). However, this pattern varied significantly

among populations and between chromosome races (Table S1).

Sexual dimorphism in reproductive traits

At week 4, even though males had more stems than females (Figure 2A), the propor-

tion of plants flowering was female-biased, and this was the most sexually-dimorphic

trait overall (%SD = 163.2; Figure 2C and Figure 3), suggesting that males may

delay flowering and invest in stem growth. Indeed, we found a significant positive

correlation (rs = 0.81, P < 0.0001) between height and total flower number in males

at this life-cycle stage. Among those individuals flowering at week 4, males produced

more and larger inflorescences than females (Figure 2D,F). At reproductive matu-

rity (week 8), both sexes had equal numbers of stems (Figure 2B), all of which were

flowering. At week 8 females produced more inflorescences (Figure 2E), whereas in

males inflorescences were larger (Figure 2G). This difference resulted in a temporal

reversal in sexual dimorphism from male-biased at week 4 to female-biased at week

8 for inflorescence number (%SD week 4 = -18.6, %SD week 8 = 73.7) and total

flower number (inflorescence number x size, %SD week 4 = -30.2, %SD week 8 =

24.6; Figure 3).
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Figure 2: Sexual dimorphism of reproductive traits at four and eight weeks in Rumex

hastatulus. Predicted means and 95% confidence intervals at two time points (4 weeks
and 8 weeks) for males (orange squares) and females (green circles) of the Texas (TX)
and North Carolina (NC) chromosome races (individual points) and overall for each sex
(dashed lines and color shading). Traits measured: (A, B) number of stems, (C) presence
of flowering (yes/no) at week 4; at week 8 all individuals are flowering, and (D, E) number
of inflorescences and (F, G) inflorescence size (mm) for those individuals flowering. The
significance of sex differences for each chromosome race and across both races is indicated
by stars above the individual bars and in the lower right corner of each plot, respectively.
**, 0.001 < P < 0.01; ***, P < 0.001; ns = not statistically significant.

Variation in sexual dimorphism among chromosome races

and populations

There were no clear differences in the degree of sexual dimorphism between the

Texas and North Carolina chromosome races of R. hastatulus (Figure 1 and 2). For

some traits (height, leaf size, number, amount of stems and inflorescence size and

number), however, we found significantly higher sexual dimorphism in the Texas

race compared to the North Carolina race at week 4 (peak flowering) but not at

week 8 (Figure 1 and 2, and Table S1). This may reflect a developmental difference

between the chromosome races, which could contribute to the earlier onset of sexual

dimorphism in populations of the Texas karyotype. However, there was large among-

population variation in sexual dimorphism for many traits and across different life-
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Figure 3: Percentage of sexual dimorphism (%SD) per trait and at different life-cycle
stages in Rumex hastatulus. Percent sexual dimorphism was calculated as (meanf −

meanm)/meanm × 100 where meanf and meanm are the predicted means for females
and males respectively. Error bars represent 95% confidence intervals. Values above
and below zero (dashed line) represent female-biased and male-biased sexual dimorphism,
respectively.

cycle stages (Figure S3; see sex x population interactions in Table S1, and Figure

S2 for more details of inter-population variability for height across time points, as

an example). Traits with a significant sex x population interaction were height

at week 2, inflorescence number and size at week 4, number of leaves, proportion

of flowering stems and inflorescence number and size at week 8, and reproductive

biomass at harvest (see Table S1).

Next, we assessed whether the observed genetically-based sexual dimorphism

under glasshouse conditions could be explained by demographic, geographical and

environmental variables of the population of origin. Population size, density and

sex ratio did not explain significant variation in the degree of sexual dimorphism.

Only sexual dimorphism in inflorescence size at week 8 decreased with plant density

(%SD inflorescence size, week 8 = -23.124 - 0.167 Density; R2 = 0.28, P = 0.0017).

However, greater variability in sexual dimorphism for vegetative and reproductive

traits at both weeks 4 and 8 was evident in less dense populations (Figure 4). Among

populations, both male- and female-biased sexual dimorphism were evident at low

density for height, total flower number, number of leaves and biomass, but at higher

density sexual dimorphism was more consistent in the direction of bias, which varied

among traits (Figure 4).

Geographical parameters (longitude, latitude and altitude) of the population of

origin explained between 14-35% of the inter-population variation in sexual dimor-
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Figure 4: The relation between percent sexual dimorphism (%SD) and mean plant density
(plants m−2) for 29 populations of Rumex hastatulus for: (A) plant height (cm), (B)
number of leaves and (C) total flower number (number of inflorescences x inflorescence
size) at weeks 4 (orange circles) and 8 (green triangles). Total biomass (D) was measured
at harvest. Values above and below zero (dashed line) represent female-biased and male-
biased sexual dimorphism, respectively.

phism for several vegetative and flowering traits in the glasshouse (see Table S2).

Given that these patterns likely reflect underlying bioclimatic variation along ge-

ographical clines, we examined sexual dimorphism in relation to three bioclimatic

parameters of the source populations: total annual precipitation, annual mean tem-

perature and annual temperature range (based on reduced dimensionality of 19

WorldClim bioclimatic parameters, see Figure S4 and Methods for details), which
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were indeed correlated with longitude, latitude and altitude (Figure S4C). At week

4, male-biased sexual dimorphism in height increased with mean temperature (R2

= 0.24, P = 0.004; Figure 5A), whereas for inflorescence size, the degree of sex-

ual dimorphism changed from female-biased to male-biased with increasing mean

temperature (R2 = 0.25, P = 0.0048; Figure 5B). At week 8, we found that mean

temperature explained 31% (P = 0.001) and 19% (P = 0.011) of the variation in

female-biased sexual dimorphism in number of leaves and stems, respectively (Fig-

ure 5C,D). At this life-cycle stage, male-biased dimorphism in inflorescence size was

greater in populations with higher mean annual temperature and a smaller annual

temperature range (R2 = 0.43, P = 0.002, Figure 5E).

A more complex relationship between sexual dimorphism and bioclimatic vari-

ables was evident for number of stems and total flower number at 4 weeks. For total

flower number, sexual dimorphism was more male-biased in populations with higher

and more variable temperatures and greater annual precipitation, with these three

variables explaining 34% of the variation in sexual dimorphism (total flower number

= 3270.29 - 8.32 mean temperature - 4.09 temperature range - 0.36 precipitation; P

= 0.006). Sexual dimorphism in the number of stems was more male-biased in pop-

ulations with higher precipitation and annual variation in temperature, but lower

average temperature (number of stems = 726.53 -1.12 mean temperature -1.28 tem-

perature range -0.12 precipitation; R2 = 0.37, P = 0.003). Sex-specific regression

of trait means on bioclimatic variables revealed that several such patterns probably

resulted from differences between sexes in their sensitivity to environmental hetero-

geneity. For example, the increase in male-biased sexual dimorphism in flowering at

week 4 at higher temperatures was likely due to males increasing flower production

relative to females with increasing temperature (Table S3).

Intersex and inter-trait correlations

We analyzed intersex and inter-trait correlations using the predicted means of pop-

ulations at each life-cycle stage separately, because the correlation among traits

within each stage was higher than the within-trait correlations across life-cycle stages

(data not shown). We found significant pairwise correlations between many traits,

which in some cases differed between sexes (Figure 6A,B). For example, height was

positively correlated with leaf size in females and with inflorescence size in males,

whereas inflorescence size was strongly negatively correlated with leaf production

and inflorescence number in males but not females. These results are consistent

with greater male investment in inflorescences, at the expense of vegetative traits,
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Figure 5: Patterns of sexual dimorphism along climatic gradients for populations of Rumex

hastatulus. Percent sexual dimorphism (%SD) among populations for different vegetative
and reproductive traits at weeks 4 (orange circles) and 8 (green triangles) plotted against
mean annual temperature (bio1) and annual temperature range (bio7; see Figure S4 for
more details on climatic variables). (A) Height (week 4) = 99.40 - 0.61 bio1 (R2 = 0.24,
P = 0.004); (B) inflorescence size (week 4) = 647.71 -3.48 bio1 (R2 = 0.25, P = 0.005);
(C) number of leaves (week 8) = -86.17 + 0.56 bio1 (R2 = 0.31, P = 0.001); (D) number
of stems (week 8) = -103.10 + 0.55 bio1 (R2 = 0.19, P = 0.011); (E) inflorescence size
(week 8) = 179.61 -0.45 bio1 - 0.39 bio7 (R2 = 0.43, P = 0.0003).

whereas females invest in both vegetative and reproductive structures.

We also detected significant temporal differences in inter-trait correlations (Fig-
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ure 6A,B). Whereas sex differences and negative values of inter-trait correlations

were only apparent at week 8, at week 4 all inter-trait correlations were positive

and highly concordant between the sexes. This concordance at week 4 likely reflects

developmental variation, and that specific inter-trait correlations may result from

indirect interactions with other traits. Indeed, when examined via partial correla-

tions (accounting for other traits as covariates), we found that trade-offs between

pairs of traits were more consistent across sexes and time points (Figure 6C,D). For

example, partial correlations showed that both sexes displayed a trade-off between

inflorescence size and number (which was stronger in males than females). Yet for

the uncorrected correlations, this was masked by indirect interactions with other

traits at week 4 for both sexes, and for females at week 8.

We then explored the relations between intersex correlation and the extent of

sexual dimorphism. Interestingly, number of inflorescences, which had the lowest

intersex correlation both at weeks 4 and 8, also displayed temporal reversal in sex-

ual dimorphism (Figure 3). However, we found no significant covariation between

intersex correlation and the extent of sexual dimorphism (rs = -0.095, P = 0.6745).

Moreover, the most sexually dimorphic traits (flowering at week 4 and inflorescence

number at week 8) had very similar correlations with other traits in both sexes.

Discussion

We compared patterns of sexual dimorphism for reproductive and vegetative traits

measured under uniform glasshouse conditions at three life-cycle stages in 30 popu-

lations of dioecious wind-pollinated Rumex hastatulus. Genetically-based sexual di-

morphism was evident for most traits and often changed during the life cycle, with a

reversal of dimorphism between peak flowering and reproductive maturity for some

traits (e.g., height, flowering). We detected no systematic sex differences between

the chromosome races, but there was striking among-population variation in sexual

dimorphism, which was partially explained by bioclimatic variables along geograph-

ical clines. We now discuss how these patterns of sexual dimorphism relate to the

reproductive roles of the sexes and their life-cycle dynamics, and consider explana-

tions for the among-population variation in sexual dimorphism and how inter-trait

and intersex correlations may influence the evolution of sexual dimorphism.
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Figure 6: Intersex and inter-trait raw and partial correlations for Rumex hastatulus us-
ing predicted population means at (A, C) 4 and (B, D) 8 weeks. For each plot, above
diagonal are the inter-trait correlations among females, below diagonal are the inter-trait
correlations among males and on-diagonal are the intersex correlations for each trait. Re-
productive and vegetative biomass were measured at harvest. Flowering (yes/no) is not
included at week 8 since all individuals flowered. For the raw correlations (A-B) values
correspond to Spearman rank correlation on predicted population means. Partial cor-
relations (C-D) control for potential confounding interactions with other traits. Colour
indicates the direction of the correlation (red for positive and blue for negative), while the
strength of the correlation is indicated by the colour bar. * 0.01 < P < 0.05, ** 0.001 <
P < 0.01, *** P < 0.001. Dashed circles denote significant differences between pairwise
inter-trait correlations between sexes, determined via bootstrapping (see Materials and
Methods for more details).
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Temporal variation and reproductive roles of the sexes

Sexual dimorphism of reproductive and vegetative traits is widespread among dioe-

cious plant species (Delph, 1999; Barrett & Hough, 2013), reflecting the different

reproductive roles of females and males (Lloyd & Webb, 1977), sex-specific trade-offs

in resource use (Moore & Pannell, 2011) and interactions with underlying intersex

genetic correlations (Delph et al., 2002, 2010; Delph, Steven, et al., 2011). The

patterns of sexual dimorphism we observed in R. hastatulus are consistent with

temporal differences in the reproductive roles of the sexes. For example, males were

taller at peak flowering, which likely facilitates wind-mediated pollen dispersal in

males and pollen receipt in females (Okubo & Levin, 1989; Friedman & Barrett,

2009), whereas females were taller at reproductive maturity, which likely increases

the dispersal distance of wind-dispersed seeds (Tackenberg et al., 2003; Soons et

al., 2004; Thomson et al., 2011; Bullock et al., 2017; Figure 1A,B). The benefit

of increased seed dispersal distance in plants includes reduced sib-competition and

greater potential access to favourable microsites (Howe & Smallwood, 1982; Levin

et al., 2003). Our finding of reversal in sexual dimorphism for height in R. hastat-

ulus, extends previous results (Pickup & Barrett, 2012; Teitel et al., 2016), which

involved many fewer populations of this species, and demonstrates that this pattern

of height reversal is a fundamental feature of the growth strategy of this species.

Although we did not directly evaluate the reproductive success of males in re-

lation to height, several lines of evidence suggest that male height reflects wind-

mediated sex-specific selection (e.g. Tonnabel et al., 2019). First, we observed a

significant positive relation between flowering onset and height in this sex, suggest-

ing that males delay flowering to achieve increased stem elongation. This may be

particularly important in R. hastatulus as this species occurs in monospecific stands

in open habitats in which height – relative to conspecifics – likely promotes more ef-

fective pollen dispersal (Niklas, 1985). Second, male-biased dimorphism in height at

peak flowering was consistent across most populations (Figure S2B, non-significant

sex x population interaction in Table S1). Significantly, the only populations where

this was not evident were those at low plant density (Figure 4A), where male-male

competition may be less intense due to the positive relation between plant density

and stigmatic pollen loads in wind-pollinated herbs (Steven & Waller, 2007; Fried-

man & Barrett, 2009; Hesse & Pannell, 2011), including R. hastatulus (M. Pickup,

D.L. Field and S.C.H. Barrett, unpublished) and other Rumex species (Stehlik &

Barrett, 2006; Stehlik et al., 2008). Accordingly, other vegetative and reproductive

traits showed higher consistency in sexual dimorphism in denser populations (Fig-
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ure 4). Third, in males, height was correlated with inflorescence size (indicative of

flower number; Figure 6), suggesting that taller males have a higher reproductive

investment and male siring success.

Wind-mediated sexual selection also likely acts on females of R. hastatulus. Al-

though shorter stature facilitates pollen receipt during peak flowering, taller females

probably have increased seed dispersal at reproductive maturity, consistent with the

temporal reversal of sexual dimorphism in height we observed (Figure 1A,B). We

also found evidence for sexual selection shaping patterns of sexual dimorphism in in-

florescence traits. Overall, males produced fewer but taller and larger inflorescences

(Figure 2E,G), facilitating pollen dispersal, whereas females had more smaller in-

florescences, which may optimize pollen receipt by distributing flowers over a larger

portion of the air stream. We found greater vegetative biomass in females at re-

productive maturity, a pattern reported in other herbaceous wind-pollinated species

(Korpelainen, 1992; Harris & Pannell, 2008; Hesse & Pannell, 2011), and a previous

study of R. hastatulus (Teitel et al., 2016). Sex-specific differences in vegetative

investment in wind-pollinated herbaceous plants have been explained by contrast-

ing resource requirements, in that females need more carbon for seed and fruit

production (Harris & Pannell, 2008; Teitel et al., 2016). We found greater female

investment in leaves consistently across populations, especially at reproductive ma-

turity (Figure 1D,F,G). Female-bias in vegetative biomass at reproductive maturity,

but no difference between the sexes in number of stems (Figure 2A), likely reflects

greater investment in longer stems to support developing fruit and aid in their dis-

persal. Overall, we found higher sexual dimorphism in reproductive than vegetative

traits, as reported for several other dioecious species (Delph et al., 2002; Barrett &

Hough, 2013; Figure 3).

Geographical variation in sexual dimorphism

Understanding the drivers of geographical variation in sexual dimorphism can pro-

vide insights into the importance of sexual selection, sex-specific plasticity and ge-

netic divergence of sex-specific trait differences (Delph et al., 2002; Delph & Bell,

2008). Our common garden study revealed extensive genetically-based among-

population variation in sexual dimorphism across the life cycle. We investigated

several genetic and ecological correlates of this variation in an effort to provide

insights into potential contributing factors. First, we predicted that genetic diver-

gence at sex-linked genes across the two karyotypic races (Beaudry et al., 2020)

might contribute to sexual dimorphism because sex chromosomes may be enriched
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for variation influencing sex-specific adaptations (Rice, 1984; Dean & Mank, 2014).

However, we found no systematic sex differences between the chromosome races

(Figure 1 and 2). Significant among-race differences in sexual dimorphism at week

4 for some traits likely reflect a developmental difference associated with the earlier

onset of dimorphism in populations of the Texas race.

Second, sex ratio might influence patterns of sex differences by mediating the

degree of pollen-pollen competition, with greater pollen competition expected in

populations with more males. Although populations of R. hastatulus varied in de-

gree of female-bias (sex ratio: 0.54 – 0.68; Pickup & Barrett, 2013), sex ratio did

not explain variation in sexual dimorphism. Third, differences in sexual dimorphism

can also arise through a greater response of one sex than the other to environmental

heterogeneity (Delph & Bell, 2008; Delph, Andicoechea, et al., 2011). For exam-

ple, sex-specific responses to environmental variables have been reported in natural

populations of Salix (Dudley, 2006), although it is difficult to disentangle plasticity

from genetically-based dimorphism by observing natural variation. We regressed

genetically-based sexual dimorphism and sex-specific trait means on the bioclimatic

parameters of source populations of R. hastatulus to determine: (i) if sexual dimor-

phism varied across bioclimatic clines and, (ii) whether these patterns are due to a

greater response of one sex than the other. We found that a large proportion (up

to 43%) of variation in sexual dimorphism in some traits was explained by biocli-

matic variables, likely due to sex-differential responses. Mean annual temperature

is expected to provide more favourable growing conditions during the year. In our

study, populations from sites with higher mean annual temperatures had greater

male-biased sexual dimorphism for plant height at peak flowering (Figure 5A), per-

haps due to a higher relative investment in stem growth in males than females at

higher temperatures (Table S3). We also found a positive correlation between tem-

perature and female-biased sexual dimorphism for leaf production at reproductive

maturity (Figure 5C). In females, a slower rate of decline in mean leaf production

with increasing annual temperature (see Table S3) suggests that they maintain a

greater investment in leaves than males over this gradient, which was reflected in

increased female-biased dimorphism.

To our knowledge, our finding of correlations between geographical and biocli-

matic variables and sexual dimorphism in R. hastatulus, provides the first evidence

for clinal variation in sexual dimorphism in plants. Our results strongly suggest

that both variation in sexual selection, mediated by intra-sex competition, and sex-

specific differences in resource allocation trade-offs, modulated by bioclimatic vari-
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ables, shape patterns of sexual dimorphism. Experimental manipulation of growing

conditions could be used to further investigate these hypotheses and, combined with

studies of selection gradients (see Delph & Herlihy, 2012), could provide more in-

formation on how these different factors interact in the evolution of sex differences.

Phenotypic correlations and the evolution of sexual dimor-

phism

Our study examined intersex and inter-trait correlations at the phenotypic level to

understand how they interact with the evolution of sex differences. First, we found

many pairwise trait correlations (Figure 6A,B), yet, for many pairs of traits, the

correlations changed in strength and direction when assessed using partial correla-

tions conditioned on other traits (Figure 6C,D). This suggests an extensive shared

genetic basis across traits and that there is the potential for correlated evolution to

drive sexual dimorphism (Lande, 1980; Delph et al., 2002; Delph, Gehring, et al.,

2004; Delph, Frey, et al., 2004). We observed extensive sex-specific differences in

both the direction and magnitude of inter-trait correlations for some traits, which

may reflect sex differences in selective pressures and trait architecture (Ashman,

2003; Delph et al., 2010). For example, inflorescence size was negatively correlated

with inflorescence number and leaf size in males but not females indicating that

males invest in inflorescence size at the expense of the other traits, whereas females

strike a compromise between reproductive and vegetative investment (Delph et al.,

2005; Figure 6). In general, males had more significant among-trait correlations and

trade-offs than females, which is consistent with previous findings in Silene latifolia

(Steven et al., 2007; Delph et al., 2010), Ceratodon purpureous (McDaniel, 2005)

and R. hastatulus (Teitel et al., 2016). Importantly, in our study negative correla-

tions among traits only became evident at week 8, indicating that week 4 probably

captured mostly developmental variation. This finding highlights the importance

of examining intersex and inter-trait correlations across the life cycle to capture

functionally relevant patterns.

High intersex correlations in trait expression can limit the evolution of sex dif-

ferences (Meagher, 1992; Ashman, 2003) and as a result constrain the evolution of

sexual dimorphism (Poissant et al., 2010; Griffin et al., 2013). However, we found

no association between the intersex correlation and extent of sexual dimorphism.

The most dimorphic traits (flowering at week 4 and inflorescence number at week

8) had very similar correlations with other traits in both sexes (Figure 6B). These
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results therefore suggest that although intersex correlations contribute to patterns

of sexual dimorphism they are capable of evolving and are not inflexible constraints

to the evolution of sex differences (Delph, Steven, et al., 2011).

Understanding the link between sex-specific phenotypic variation and the differ-

ent reproductive roles of the sexes has long intrigued evolutionary biologists. For

plants, pollen and seed dispersal vectors can mediate the strength of sex-specific

selection, leading to trait changes in relation to the timing of the reproductive roles

of males (pollen dispersal) and females (pollen receipt and seed dispersal). Similarly,

interaction between environmental gradients and sex-specific resource requirement

may result in clinal variation in patterns of dimorphism. By examining geographical

and temporal variation in sexual dimorphism our study has provided novel insights

into how sexual and natural selection contribute to sex-phenotype variation in a

wide-ranging plant species.
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Chapter 2

Sex-specific estimation of cis and trans regulation

of gene expression in heads and gonads of

Drosophila melanogaster 1

Gemma Puixeu, Ariana Macon and Beatriz Vicoso

Abstract

The regulatory architecture of gene expression is known to differ substan-

tially between the sexes in Drosophila, but most studies performed so far used

whole body data, and only single crosses, which may have limited their scope

to detect patterns that are robust across tissues and biological replicates. Here

we use allele-specific gene expression of parental and reciprocal hybrid crosses

between 6 Drosophila melanogaster inbred lines to quantify cis- and trans-

regulatory variation in heads and gonads of both sexes separately, across three

replicate crosses.

Our results suggest that female and male heads, as well as ovaries, have

a similar regulatory architecture. On the other hand, testes display more

and substantially different cis-regulatory effects, suggesting that the sex dif-

ferences in regulatory architecture that have been previously observed may

largely derive from testes-specific effects. We also examine the difference in

cis-regulatory variation of genes across different levels of sex bias in gonads

and heads. Consistent with the idea that intersex correlations constrain ex-

pression and can lead to sexual antagonism, we find more cis variation in

unbiased and moderately-biased genes in heads. In ovaries, reduced cis varia-

tion is observed for male-biased genes, suggesting that the cis variants acting

on these genes in males do not lead to changes in ovary expression. Finally,

we examine the dominance patterns of gene expression, and find that sex- and

tissue-specific patterns of inheritance as well as trans-regulatory variation are

highly variable across biological crosses, although these were performed in

highly controlled experimental conditions. This highlights the importance of

using various genetic backgrounds to infer generalizable patterns.

1This work has been published at https://doi.org/10.1093/g3journal/jkad121

https://academic.oup.com/g3journal/advance-article/doi/10.1093/g3journal/jkad121/7187542?utm_source=advanceaccess&utm_campaign=g3journal&utm_medium=email
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Introduction

Variation in gene expression has been shown to underlie human disease and con-

tribute to trait evolution between closely related species, and understanding the

mutational and selective processes driving it has been a key goal in evolutionary

biology (Emerson et al., 2010; Signor & Nuzhdin, 2018). The genetic variants that

contribute to the inheritable component of this variation can modulate gene expres-

sion either in cis or in trans. Cis variants only affect the expression of a linked allele

(e.g. mutations at a gene promoter or enhancer), whereas trans-acting variants can

affect the expression of both copies of close or distant genes (e.g. mutations that

change the activity or expression of a transcription factor, reviewed in Signor &

Nuzhdin, 2018).

Two main approaches have been employed for studying the evolution of gene reg-

ulation within and between species, and the contribution of cis and trans variants.

Expression quantitative trait loci (eQTLs) can uncover the local and distal regula-

tory architecture of gene expression variation, which are typically assigned as acting

in cis and trans based on a distance cutoff (e.g. Bhasin et al., 2008; Massouras et

al., 2012). A more mechanistic assessment of cis and trans effects has come from

comparisons of parental lines or species and allele-specific expression in heterozy-

gous hybrid crosses, as trans regulators should modulate the expression of both gene

copies in the hybrid, whereas cis regulators lead to allelic imbalances in the hybrids

(e.g. Wittkopp et al., 2004; Graze et al., 2009). While unable to pinpoint specific

genetic variants underlying the regulation, these hybrid studies provide an estimate

of the total cis and trans regulation affecting individual genes, with both types of

regulation being common (Hughes et al., 2006; Wittkopp et al., 2008; Metzger et

al., 2016). This approach also provides information on the level of dominance of

regulatory variants, and has shown that cis-acting variants are typically closer to

additivity than trans-acting variants (Lemos et al., 2008; McManus et al., 2010;

Meiklejohn et al., 2014).

Comparisons of estimates of cis and trans effects over various distances between

the parental lines show that while trans variants control most of the variation within

species, cis variants appear to disproportionately contribute to differences between

species (Wittkopp et al., 2008; Coolon et al., 2014; Metzger et al., 2017), either

because they are less pleiotropic, or because their increased additivity (Lemos et al.,

2008; McManus et al., 2010; Zhang et al., 2011; Gruber et al., 2012; Meiklejohn et

al., 2014) and larger effect sizes (Brem et al., 2002; Schadt et al., 2003; Hughes et
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al., 2006; Gruber et al., 2012; Metzger et al., 2016) give them a selective advantage

over trans variants. Importantly, the regulatory architecture and contribution of

cis and trans variants vary depending on the population under study (Martin et

al., 2014), the sampled tissue (GTEx Consortium et al., 2017; Glaser-Schmitt et al.,

2018; Benowitz et al., 2020) and sex (Meiklejohn et al., 2014; Oliva et al., 2020),

and on the environment (Chen et al., 2015; Fear et al., 2016; Buchberger et al.,

2019), and this has potentially important consequences for how selection acts on

genes expressed in these different contexts (Chen et al., 2015; Buchberger et al.,

2019).

Genes which are expressed exclusively or preferably in one sex have been of

particular interest, as they show unusual patterns of divergence of gene expression

(Ellegren & Parsch, 2007). Genes that are primarily expressed in the testis often

evolve unusually quickly in arthropods both at the sequence and expression level

(Meiklejohn et al., 2003; Whittle et al., 2021). This is thought to be due to sexual

selection (Ellegren & Parsch, 2007), as well as to the low pleiotropy of many genes

expressed in the testis (Meisel, 2011). Ovary-biased genes, on the other hand, tend to

show either no or small increases in divergence rates compared with unbiased genes

(Ellegren & Parsch, 2007; Sackton et al., 2014; Whittle & Extavour, 2019; Whittle

et al., 2021; but see Whittle & Extavour, 2017 for an exception in mosquitoes). In

the soma, the relationship between sex-biased expression and rates of evolution has

been mostly studied in heads and brain tissue (Khodursky et al., 2020; Whittle et

al., 2021). In that case, both female and male-biased genes appear to have faster

expression divergence than unbiased genes (Khodursky et al., 2020; Whittle et al.,

2021). Consistent with these unusual evolutionary patterns, gene regulation also

appears to vary between females and males. In Drosophila, variants with a sexually

dimorphic effect on expression often act in cis (Meiklejohn et al., 2014), and genes

with female-biased expression carry more cis variants (Mishra et al., 2022). The

dominance of regulatory variants can also differ between the sexes, with deviations

from additivity of cis variants acting in opposite directions in the two sexes in

Drosophila hybrids (Meiklejohn et al., 2014), and males generally showing more

additive effects than females in nematode hybrids (Sánchez-Ramı́rez et al., 2021).

Despite this long standing interest in the regulation and evolution of sex-biased

genes, direct comparisons of estimates of cis and trans effects in gonads and somatic

tissues are rare. It is therefore unclear if these differences relate to germline-specific

regulatory architecture or to more general differences in how males and females

control gene expression. Mishra et al. (2022) recently found that sex-specific cis
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effects were more common in the gonad, but total cis effects were not.

The prevalence of cis and trans effects found in different categories of genes also

has the potential to shed some light on what selective pressures are acting on gene ex-

pression (Emerson & Li, 2010; Coolon et al., 2014). For instance, genes known to be

under strong selective constraint show less cis- and trans-driven expression variation

than other genes, consistent with stabilizing selection on gene expression (Emerson

et al., 2010). Mishra et al. (2022) recently predicted an excess of cis effects for genes

for which gene expression is evolving under sexual antagonism, as mutations that

increase or decrease expression may be under balancing selection. Contrary to their

expectations, genes with intermediate levels of sex-bias, which are thought to be

more often under sexual conflict (Cheng & Kirkpatrick, 2016), did not harbour an

excess of cis variants. Instead, the prevalence of cis effects increased with increasing

female-bias, but why this occurred was unclear. More generally, both positive and

negative selection should decrease the amount of polymorphic cis and trans vari-

ants within a population, while balancing selection should lead to their maintenance.

Here, we systematically estimate cis and trans effects, as well as dominance,

acting on gene expression in the soma and germline of Drosophila melanogaster.

We performed pairwise crosses between 6 inbred lines of the Drosophila Genetic

Reference Panel (DGRP; Mackay et al., 2012; Huang et al., 2014), such that we had

3 hybrid crosses as independent biological replicates, and obtained RNA-seq reads

for both heads and gonads of females and males. Our results highlight the unusual

regulatory architecture of the testis, and suggest that the expression of genes that are

sex-biased is under different levels of cis regulation compared with unbiased genes.

Finally, despite the highly correlated patterns of expression across samples in our

dataset, results varied substantially between crosses, highlighting the limitations of

studying these patterns in a single genetic context.

Materials and Methods

Sample preparation and sequencing

We obtained sex-specific replicated gene expression for heads and gonads from

crosses within and between Drosophila melanogaster inbred lines. Specifically, we

randomly selected 6 lines from the DGRP without Wolbachia infection and main

inversions (Huang et al., 2014) and matched them into three pairs: DGRP-757 x
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DGRP-392, DGRP-208 x DGRP-808 and DGRP-83 x DGRP-332. Crosses within

and between lines were set up in vials containing 40 males and 40 virgin females

(between 1 and 5 vials depending on the number of individuals that could be ob-

tained), at 23ºC under a 12 hours light / 12 hours dark cycle. For each cross, we then

dissected two replicate samples of heads and gonads of 20 4-day-old virgin females

and virgin males for each within-line and reciprocal between-line cross, obtaining

a total of 96 samples (experimental design outlined in Figure S1). Both replicates

contained individuals pooled across vials so as to avoid biases due to variation across

micro-environments.

Samples were flash frozen in liquid nitrogen and kept at -80ºC until further

processing. RNA was then extracted with a Maxwell® RSC Simply RNA Tissue Kit

(Promega). Two Smart-seq2 RNA-seq libraries were produced from the tagged and

pooled samples at the Vienna Biocenter Sequencing Facility (one for each replicate),

and sequenced on an Illumina Novaseq machine (single end 100bp reads).

Data processing and (allele-specific) expression estimation

We obtained demultiplexed data for each of the two libraries, each containing 48

samples, and corresponding respectively to the replicates R1 and R2 of each tissue/-

sex. We trimmed the data using Trimmomatic (Bolger et al., 2014) and performed

UMI-based deduplication using UMI-tools (Smith et al., 2017). The final dataset

consisted of 5.7 to 10.6 million reads per sample, except for sample 808M x 208F

male testes R2, which had only about 15,000 reads and was removed from the anal-

ysis. We estimated overall count and TPM (transcripts per million) gene expression

using Kallisto (Bray et al., 2016), reported in Supplementary Datasets S1 and S2

respectively. Two further samples were removed because of their low correlation to

other samples of the same tissue: 392M x 392F male testes R2 and 392F x 757M

male heads R2 (Spearman correlation < 0.8). All subsequent analyses were done

without these three samples.

To estimate allele-specific expression we followed the pipeline described in Takada

et al. (2017). In short, we reconstructed the genotypes of the six parental lines

using VCFtools (Danecek et al., 2011), from a VCF file containing information

of all the DGRP lines, and the corresponding dm3 reference genome sequence,

eliminating indels and only keeping SNPs. We then estimated allele-specific ex-

pression by mapping the RNA-seq reads to transcriptomes reconstructed from the

parental genomes. The line-specific transcriptomes were generated from the re-

constructed genotypes using the Ensembl GTF file (version dm3, obtained from
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https://hgdownload.soe.ucsc.edu). We mapped the RNA-seq on the transcrip-

tomes using bowtie2 (Langmead & Salzberg, 2012) and estimated allele-specific

expression using ASE-Tigar (Nariai et al., 2016). Because allele-specific expression

data cannot be accurately estimated for genes with minimal variation between the

parental lines, we only used transcripts with at least three exonic SNVs between

the parental lines. We then summed estimated FPKM (fragments per kilobase of

transcript per million mapped reads) and counts per transcript across isoforms to

obtain expression levels per gene. To avoid biases in males and for consistency

in females, X-linked genes were removed, so only autosomal data was used for all

the subsequent analyses. This same pipeline was used to estimate overall parental

expression between pairs of parental lines from a file containing the reads of both

parentals pooled together, so that the hybrid allelic and overall parental expression

estimates are comparable to one another.

Hybrid allelic and overall parental expression are in Supplementary Datasets S3

and S4 as count and FPKM estimates, respectively. Count hybrid allelic expression

data were used to estimate cis-regulatory (CR), parent-of-origin (PO) and maternal

genotype (MG) effects via Takada et al. (2017) pipeline, and both hybrid allelic

and overall parental expression to estimate cis- and trans-regulatory effects via the

McManus et al. (2010) pipeline.

Estimation of cis-regulatory (CR), parent-of-origin (PO) and

maternal genotype (MG) effects

We adapted a pipeline developed by Takada et al. (2017) to estimate CR, PO and

MG effects by modeling the allele-specific gene expression as count data as a function

of the three binary fixed effects: E ∼ µ + CR + PO + MG + ϵ. We defined separate

models per sex, tissue and cross leading to a total of 12 models, each (except for

those with some missing samples, see above) including eight data points: expression

for alleles A and B in two replicates of each reciprocal cross. For CR we assigned 0

(1) for A (B); for PO, 0 (1) was assigned if the chromosome was inherited from the

mother (father); for MG, 0 (1) was assigned to samples from cross AxB (BxA; see

Takada et al., 2017 for more details on the models). We included in the analyses

all genes with TPM > 1 in at least four of the eight samples. We defined negative

binomial generalized linear models (GLMs), modeling the RNA-seq as count data

using EdgeR library (McCarthy et al., 2012) in the R statistical package (R Core

Team, 2022). Significance was determined at Benjamini-Hochberg false discovery
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rate (FDR)-corrected p-values of < 0.05. We also computed the deviance explained

by CR, as the difference of the total deviance in allele-specific expression explained

by the full model without the CR (only with PO and MG) and the full model

including CR. The data used for this analysis can be found in Dataset S3.

Sex- and tissue-dependent CR effects

We extended the models above by including tissue-specific (sex-specific) samples of

both sexes (tissues) to examine how CR interacts with sex (tissue). Sex-differences

in CR effects can be due to differences in magnitude or direction, the first being

variation that affects gene expression more strongly in one sex than the other and

the second mutations that lead to increase in gene expression in one sex and decrease

in the other (i.e. sex reversal). To be able to disentangle between the two, we

defined two types of models. First, we modelled allelic-specific expression as E ∼

µ + CR + sex + CR × sex + ϵ. Second, we modeled allelic-specific expression as

E ∼ µ + CRsex + ϵ, CRsex being CR recoded to explicitly be contrary in the

two sexes: A (B) being 0 (1) in females and 1 (0) in males. While the first strategy

captures significant interactions between CR and sex, which would include both sex-

differences of different magnitude and direction, the second only looks for differences

in direction, explicitly giving an idea of the extent of sex reversal in CR.

The exact same strategy was applied to examine tissue differences in CR.

Extent of CR effects across sex bias levels

To examine whether the extent of CR effects differs with sex bias we compared the

deviance in allele-specific gene expression explained by CR effects across genes (esti-

mated using the negative binomial GLMs) belonging to different sex bias categories.

Sex bias was determined as SB = log
2
[(expf +1)/(expm+1)] for each cross and tissue

separately. Genes were split into five sex bias categories: strongly male-biased (MS),

SB < −1; male-biased (MB), −1 < SB < −0.3; unbiased (UB), −0.3 < SB < 0.3;

female-biased (FB), 0.3 < SB < 1; strongly female-biased (FS), SB > 1. Within-sex

statistical comparisons of deviances explained across sex bias categories were done

with Mann-Whitney U test in Python.
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Overlap of CR effects between samples

We next examined whether the genes showing CR are the same across samples by

testing the significance in the overlap between CR hits across all pairs of samples.

Concretely, we defined contingency tables by determining which genes have equal

CR categorization in the two samples considered: CR in both (shared CR), CR in

one or the other, and non-CR in both, at FDR < 0.05. Next, we applied Chi-squared

tests to determine the significance of the under- or over-representation of the shared

CR category.

Cis- and trans-regulatory divergence assignment

We classified genes into various cis- and trans-regulatory categories by following

the pipeline described in McManus et al. (2010). For this, we used allele-specific

count expression data in the hybrids, and overall expression in the parentals, both

of which were estimated using the ASE-Tigar pipeline described above. We made

the classification separately for each sex, tissue and cross, pooling the reciprocals

together (so that for each parental and hybrid we have a total of 2 and 4 samples,

respectively, except for those crosses with missing data), and only using genes where

the sum of estimated reads in the two parental lines was at least 20. The data used

for this analysis can be found in Dataset S3. We determined whether there was a

significant difference in expression between parentals (P), between the two alleles

in hybrids (H) and a trans (T) effect for each particular gene. P and H effects

were determined via statistical tests (DEseq2; Love et al., 2014). P expression

was considered differential if the FDR for differential expression between the two

parentals was less than 0.05. The same threshold was used to determine differential

expression between the two alleles in H samples. T effects were determined by

comparing allelic-specific mRNA abundance difference between the P and H samples

using Fisher’s exact test followed by FDR analysis, and considered significant at

FDR < 0.05. Using a custom Python script, we classified genes into the following

seven categories by comparing the significance classifications from all the three tests:

• Conserved: no significant differential expression in P or H. No significant T.

• Cis only: significant differential expression in P and H. No significant T.

• Trans only: significant differential expression in P, but not in H. Significant

T.
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• Cis + trans : significant differential expression in P and H. Significant T.

log
2
(P1/P2)/log

2
(A1/A2) > 1. Cis- and trans-regulatory effects favor expres-

sion of the same allele.

• Cis × trans : significant differential expression in P and H. Significant T.

log
2
(P1/P2)/log

2
(A1/A2) < 1. Cis- and trans-regulatory effects favor expres-

sion of the opposite allele.

• Compensatory: significant differential expression in H, but not in P. Significant

T. Expression difference caused by cis- and trans-regulatory components have

an opposite direction and perfectly compensate each other such that there is

no expression difference in P.

• Ambiguous: significant in only one of differential expression tests in P, H or

T. Thus, no explicit cis/trans effect can be detected.

Inheritance patterns classification

The mode of inheritance was determined for genes that are differentially-expressed

across the two parental lines (with fold-difference between the two parents of at least

1.5) and where the sum of estimated reads in the two parental lines was at least 20,

separately for each sex, tissue and cross, by averaging across reciprocals.

We adapted the pipeline developed by Gibson et al. (2004) to classify the genes

into the various inheritance categories using a 1.25-fold change TPM expression cut-

off between overall expression estimated by Kallisto (ignoring allele-specific expres-

sion) in parentals vs hybrids. We considered that genes whose expression in hybrids

deviated from that of either parent have nonconserved inheritance, and classified

them into the following categories: additive genes are those where hybrid expression

was 1.25-fold greater than one parent and less than the other; overdominant (un-

derdominant) genes were 1.25-fold greater (less) than both parents; dominant genes

were only different from one of the two parents. The data used for this analysis can

be found in Dataset S2.

Results

We randomly chose six Drosophila melanogaster inbred lines from the Drosophila

Genetic Reference Panel (Mackay et al., 2012; Huang et al., 2014) without Wolbachia

infection and major inversions (Huang et al., 2014), and matched them pairwise:
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DGRP-757 x DGRP-392, DGRP-208 x DGRP-808 and DGRP-83 x DGRP-332.

For each pair, we performed both within-line crosses as well as the two between-line

reciprocals, and obtained two replicated measures of sex-specific gene expression in

heads and gonads for each of the four crosses per pair (see Figure S1 for a schematic

representation of the experimental design).

More cis-variation in the testes than in ovaries and heads

We took two complementary approaches to evaluate the extent of cis regulatory

variation in female and male heads and gonads. First, we implemented the gener-

alized linear model of Takada et al. (2017), which models replicated allele-specific

expression data in reciprocal crosses (E) as a function of cis-regulatory (CR) effects

on expression. This method also considers potential parent-of-origin effects (PO,

e.g. imprinting) and maternal genotype effects (MG, e.g. due to mitochondria or

maternal RNAs deposited in the egg), which are thought to be rare in Drosophila

(Wittkopp et al., 2006; Coolon et al., 2012; Chen et al., 2015; Takada et al., 2017),

but can potentially bias estimates of cis variation and so are included in the model

as covariates: E ∼ µ + CR + PO + MG + ϵ, where µ and ϵ are the estimated

average and error term. Since X-chromosomes are hemizygous in males, we focus

on autosomal genes. Table S1 confirms the near absence of PO or MG effects. The

detection of MG effects almost exclusively in males indicates that those might re-

flect X-downstream effects. In line with previous results, we found widespread CR

effects, with 7.7-10.3, 7.7-8.4, 7.8-13.6 and 13.9-16.5% of genes showing significant

cis effects in female heads, male heads, female ovary and male testis across replicate

crosses. The proportion of genes that are cis-regulated is higher in the testis than in

the other three tissues for all crosses (Figure 1, p-value < 0.05 for all Fisher’s exact

comparisons), showing that differences between the sexes are largely driven by the

testis.

The second approach follows the pipeline developed by McManus et al. (2010),

which uses allele-specific expression estimates in the hybrids together with overall

expression in both parental lines to estimate both cis- and trans-regulatory effects.

Specifically, genes that have the same ratio of expression between the two parental

alleles in the hybrids as between the parentals themselves are likely under cis regula-

tion, while genes without allelic imbalances in the hybrids given differences in expres-

sion between parentals are likely under trans regulation. We applied this approach

to each of the tissues, sexes and crosses, using differential expression tests (DEseq2)

to call differences between allelic expression in the parents and hybrids (Figure 2A,
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Materials and Methods). We again found evidence of increased cis-regulatory varia-

tion in the testes (p-value < 0.05 for all comparisons, two-proportions z-test), while

the extent of trans regulation was highly variable across sexes, tissues and crosses

(Figure 2B). We only had two replicates per sample, which limited the power to

detect differentially expressed genes. Since we found little evidence of PO and

MG effects in the previous analysis (Table S1), which indicates that the reciprocal

crosses behave largely as biological replicates, we used hybrids derived from recip-

rocal crosses as replicates for the main analysis. Importantly, we find that the main

patterns hold when looking at reciprocals separately (Figure S3). The CR effects

identified using both McManus et al. (2010) and Takada et al. (2017) pipelines are

also highly concordant, with p-values p-value < 1e− 16 for all comparisons between

the two (Chi-square on contingency tables as CR vs non-CR using the two methods).

The excess of cis variation in testis could be due to testis-specific genes harboring

more genetic variants, or to genetic variants on broadly expressed genes causing

more variation in gene expression in the testis. To investigate this, we inferred the

extent of testis-specificity of each gene as the proportion of its total expression in

the Fly Atlas 2 database (Leader et al., 2018) that came from testis. We then

checked if the excess of cis effects (inferred using the generalized linear model) was

driven by testis-specific genes. A lack of correlation between testes-specificity and

CR FDR-corrected p-values (Spearman rank correlation of -0.002, 0.001 and -0.024

for each of the three crosses, and corresponding p-values of 0.881, 0.974 and 0.053)

suggests that the enrichment for cis effects in testes is at least partly a consequence

of testes-specific regulation of broadly expressed genes rather than a property of

testes-specific genes. It should be noted that other tissue-specific properties, such

differences in mean or variance in expression, may also contribute to the detection

of an excess of CR variation in the testis.

Finally, we looked at the overlap of genes that are under CR effects across sexes,

tissues and crosses (Figure S4). We find a significant overlap of CR effects between

heads of the two sexes and ovaries, indicating that the standing CR genetic variation

is similarly used between these tissues. However, significantly fewer genes than

expected have shared CR effects in the testes and the other tissues, which presents

further evidence that this tissue has its own CR landscape.
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Figure 1: Sex-, tissue- and cross-specific proportion of cis-regulatory (CR) effects. CR
effects have been determined by modeling allele-specific expression (E) as a function of CR,
parent-of-origin (PO) and maternal genotype (MG) effects as E ∼ µ+CR+PO+MG+ϵ,
as described in Materials and Methods. Significance groups revealing differences between
proportions of genes with significant CR effects across all samples (Fisher’s exact test at
p-value < 0.05) are denoted by different letters (a–e).

Extensive sex-specific CR effects in the gonads

We next investigated whether there are sex differences in CR effects, i.e. if the

same genetic variants affect male and female expression differently. Such “sex-by-

cis effects” are evidence of a sex-specific regulatory architecture, and are thought

to contribute to the decoupling of the genotype-to-phenotype relationship between

sexes, allowing sex-specific (expression) traits to evolve independently towards their

optima (e.g. Stewart et al., 2010). We detected sex differences in cis-regulation by

modelling the sex-by-CR effect interaction on gene expression: E ∼ µ+ CR + sex +

CR × sex + ϵ. We detected between 7.5 and 11.1% of genes across crosses having

a significant sex-by-CR effect interaction in gonads, while only a 0.3-1.1% were

significant in heads, suggesting that regulatory architecture is highly shared between

sexes in heads, but substantially sex-specific in gonads. This is consistent with sex

differences in allelic usage being an important genetic mechanism contributing to

sexual dimorphism.

Sex differences in CR effects can be of different magnitude or direction, the lat-

ter consisting of a sex-reversal in allelic-specific expression. This extreme case of
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differential allelic imbalances between the sexes might be maintained by sexually-

antagonistic balancing selection (Kidwell et al., 1977; Connallon & Chenoweth,

2019). We detected sex-reversal in allelic imbalance by explicitly modeling a sce-

nario where allelic usage is opposite across sexes (see Materials and Methods). We

find that sex reversal in CR effects is rare in gonads (0.1-1%) and almost absent in

heads (0.0-0.1%).

We used a similar strategy to detect tissue differences in CR effects. We modelled

sex-specific tissue-by-cis effect interaction to detect tissue differences in allelic usage

and opposite allele-specific usages across tissues to detect tissue-reversal. We find

a significant tissue-by-CR effect in between 4.6-7.0% of genes in females and in

Figure 2: Patterns of cis and trans regulatory variation. (A) Scatter plots of the relative
allele-specific expression levels in parental (P) vs hybrid (H, averaged across reciprocals)
datasets in each sex and tissue for the cross 83x332 as a representative example (but see
Figure S2 for all the plots). Each dot is a different gene and is color-coded according to
the mechanism of expression regulation, inferred via hierarchical classifications based on
significant expression differences in allelic expression between P and H. (B) Proportion
of genes displaying each of the expression regulation mechanisms in each sex, tissue and
cross. Significance groups revealing differences in proportions of genes displaying cis and
trans regulation (in black and white, respectively) across all samples (two-proportions z-
test at p-value < 0.05) are denoted by different letters (a-e and a–d).
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10.2-13.0% of genes in males across replicate crosses. The higher extent of tissue

differences in allelic usage in males is further evidence of the testes-specific CR

architecture.

Sex-specific CR effects across sex bias categories

To test the hypothesis that genes of intermediate sex bias, likely under strongest

sexual conflict (Cheng & Kirkpatrick, 2016) have more CR variation (Mishra et al.,

2022), we determined, for each gene, how much of the deviance in their expression

was explained by CR effects in our generalized linear model in both tissues and

sexes separately. We then compared the distribution of the deviation explained by

cis effects across genes of different sex bias categories in heads and gonads separately.

Figure 3 shows that, in heads, the deviance explained by CR effects forms an

inverted U-shape along categories of sex bias: strongly female- and male-biased

genes have very low CR variation in both female and male heads, while unbiased

Figure 3: Deviance in allelic gene expression explained by cis-regulatory effects (CR) in
each sex bias category for each tissue and cross in females (green) and males (orange). Each
gene was classified into five sex bias categories: strongly male-biased (MS), male-biased
(MB), unbiased (UB), female-biased (FB), strongly female-biased (FS). CR deviances
were calculated for each sex as the deviance in allele-specific expression explained by CR
while correcting for the other effects considered (see Materials and Methods). Significance
groups revealing differences between sex bias groups within each cross, tissue and sex
(Mann-Whitney U tests at p-value < 0.05) are denoted by different letters (a–e).
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or moderately male-biased genes show the most variation. In gonads, the picture

is less consistent across sexes and crosses. In the ovary, there is a decrease in

CR variation in strongly male-biased genes relative to unbiased and female-biased

genes. In testes, we find a symmetric pattern to that of ovaries in one of the replicate

crosses (less testes cis variation in (strongly) female-biased genes, although this is

not significant). In the other two crosses, we find the expected enrichment in cis

variation for genes with intermediate levels of sex bias (Figure 3), but this difference

is only significant for one cross.

Additive genes have more CR effects

Lastly, we tested whether there is a relationship between the molecular mechanisms

of regulatory divergence and the degree of additivity of expression. We determined

the degree of additivity of expression of each gene by comparing overall expression

between parental and hybrid lines for each sex, tissue, and cross independently,

averaging across reciprocals. Genes whose expression in hybrids deviated more than

1.25 fold from that of either parent were considered to have nonconserved inheritance

and were classified in the following categories (Gibson et al., 2004; McManus et al.,

2010): additive, if hybrid expression was greater than one parental and less than

the other; dominant, if hybrid expression was similar to one of the two parents; and

over- (under-)dominant, if hybrid expression was greater (less) than both parents.

Overall, we found that between 20.5-41.2% of genes have additive effects, 50.6-

65.1% have dominance effects in both directions and between 1.0-14.0% (1.0-18.8%)

have under- (over-)dominance effects (Figure S5). In agreement with previous re-

sults, we found that additive genes have more CR variation than non-additive genes,

consistently in all tissues, sexes and crosses (Figure 4), although this is only signif-

icant for a subset of these. However, we did not observe an enrichment for any

inheritance pattern in any sex or tissue across different types of analyses (when an-

alyzing both reciprocals together or separately, or by using a statistical test rather

than fold differences, Figures S5-7). In particular, we did not find an overall enrich-

ment of additive effects in the testes (Figure S5), as might be expected from the

observed enrichment in CR effects in this tissue. On the other hand, we did find

that testes display the highest proportion of CR variation amongst additive genes

(Figure 4).
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Figure 4: Proportion of additive and non-additive genes with CR divergence. Blue and
ochre bars display the proportion of genes showing CR variation of those additive (A)
and non-additive (N-A) for each sex, tissue and cross. Stars indicate significance in the
proportion of CR effects between A and N-A genes within sample: *** (p-value> 0.001),
** (p-value< 0.01), * (p-value< 0.05) and non-significant otherwise (two-proportions z-
test).

Discussion

Absence of PO and MG effects, and inconsistent trans regu-

latory effects between crosses and tissues

We estimated cis and trans effects acting on gene expression by comparing allelic

expression between parental and hybrid lines in heads and gonads of D. melanogaster

using three separate crosses between lines from the DGRP. Contrary to what has

been found in other within-species studies of cis and trans regulation (Signor &

Nuzhdin, 2018), we find more cis- than trans-regulatory effects. This may simply

be due to our choice of threshold to call one versus the other, which is necessarily

arbitrary and may introduce biases. However, this should not be an issue here,

since we apply the same approach to all samples and are primarily interested in

comparing the different types of regulatory effects across sexes, tissues and replicate

crosses rather than providing direct quantifications of these effects. Since no clear

differences between samples were found for trans effects, and the method of Takada
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et al. (2017) applies linear modeling rather than simple cutoffs to infer cis effects,

we focused on the results of the latter approach for the rest of the study. Their

strategy detects CR together with parent-of-origin (PO) and maternal genotype

(MG) effects on gene expression. In agreement with previous results (Wittkopp et

al., 2006; Coolon et al., 2012; Chen et al., 2015; Takada et al., 2017) we found no

PO and minimal MG effects only in males (Table S1), which suggests that the latter

might reflect X-downstream effects. Overall, this confirms the fact that hybrids

derived from reciprocal crosses have almost exactly the same patterns of expression

in D. melanogaster, which is why we pooled them for the rest of the analyses.

Testis-specific regulatory architecture of gene expression

Most of the sex-specific analyses of regulatory architecture in Drosophila have been

performed on whole bodies, which can mask the true extent of expression variation.

Despite this, ample evidence was found for independent effects of cis variants on

male and female gene expression, even when the genes involved were sex-biased in

expression (Gibson et al., 2004; Coolon et al., 2013, 2015; Meiklejohn et al., 2014).

Here we show that, at least for cis variants, these differences were most likely driven

by testis-specific CR mechanisms of gene expression. Since we only sampled one

somatic organ as a control (heads), it is possible that other sexually dimorphic

tissues also display sex differences in allelic expression, and that sex-specific CR

interactions are a more general mechanism contributing to sex-specific expression

and overall sexual dimorphism. However, this effect is likely to be strongest in

the testis, since, in Drosophila, this tissue is known to have a different regulatory

architecture compared to ovary and somatic tissues (Landeen et al., 2016; Witt

et al., 2021). While in the ovary expression is primarily driven by a combination

of transcription factors, the more broadly open chromatin of the testis contributes

greatly to expression in this tissue (Witt et al., 2021). Polymorphic SNPs have been

shown to lead to substantial changes in chromatin state in various Drosophila tissues

(Huynh et al., 2023), which potentially explains why we observe that cis variation

in the testis is both more abundant but also affects different genes than in other

tissues.

Surprisingly given the limited role of transcription factors in driving expression

in the testis, we did not find a systematic reduction in trans effects for this tissue

compared to heads or ovaries. Instead, inconsistencies in trans effects were detected

between crosses and tissues, highlighting the limited power to draw conclusions from

just a single comparison. Similarly, no clear difference was detected for the inheri-
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tance patterns across the different tissues, a somewhat unexpected result given two

observations: first, in crosses between D. mauritania and D. simulans, cis vari-

ants are more likely to have different effects in males and females (Meiklejohn et

al., 2014). Second, additive changes are more likely to be controlled in cis (Lemos

et al., 2008; McManus et al., 2010; Meiklejohn et al., 2014), a pattern which also

holds for all of our crosses, such that an excess of additive variation might have

been expected in the testes. While this is not the case, we do find that the relative

enrichment in cis regulatory effects in additive genes with respect to non-additive

genes is strongest in testes relative to the other tissues (Figure 4).

Selective pressures acting on sex biased expression

Following Mishra et al. (2022), we divided genes according to their level of sex bias

to try to gain new insights into what selective pressures are shaping gene expression

with different levels of dimorphism. Analyses within one species are limited for this

purpose, as both stronger stabilizing and directional selection on expression can lead

to fewer polymorphic cis variants, while only the latter would lead to large num-

bers of fixed differences between more distant populations and species. Similarly,

without a clear neutral control, more frequent detection of cis effects for one class

of genes can be diagnostic of either balancing selection (e.g. due to intralocus sex-

ual conflict over expression levels) or decreased selective constraint. Despite these

caveats, and based on our knowledge of expression divergence for different tissues,

some selective scenarios appear more likely. For instance, in heads, all but the most

sex-biased genes are frequently under cis effects in both females and males. Given

the rapid turnover of sex-biased genes in heads of Drosophila species (Khodursky et

al., 2020), one possibility is that very sex-biased genes are under stronger directional

selection. However, a recent study comparing within and between species divergence

of Drosophila head expression found no evidence of positive selection acting on sex-

biased genes, and some support for balancing selection acting on the expression of

female-biased genes (Khodursky et al., 2020). Furthermore, they found evidence

of strong genetic correlations between male and female expression in this tissue

(Khodursky et al., 2020), consistent with the near-absence of sex-by-cis effects in

our head data. Taken together, these patterns may suggest that sexual antagonism

over expression leads to the maintenance of more cis variants in unbiased and mod-

erately biased genes, generally in line with the predictions of Mishra et al. (2022).

Interestingly, in that study no such effect was found, with strongly female-biased

genes showing more cis effects than other categories of sexual dimorphism. One
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difference may be the distance between the parental lines used, since ours were de-

rived from the same North American population, and theirs compared one North

American and one South African. Over substantial periods of reproductive isolation,

balancing selection due to sexual conflict will act to reduce divergence, and this may

contribute to the difference observed here.

The patterns we obtain for gonads are more complex, and differ when we esti-

mate cis effects in ovary versus testis, consistent with the prevalence of cis-by-sex

effects in this tissue. In ovary, strongly male-biased genes harbor weaker or fewer

cis effects than other genes. In the testis, no clear pattern emerges, with differ-

ent categories of sex-biased genes harboring the highest strength of cis effects in

the different crosses. Two hypotheses could explain why male-biased genes behave

differently in the two sexes. First, testis-biased genes may be depleted of regula-

tory variants (leading to reduced cis effects in the ovary), but with each variant

having a disproportionately large effect on gene expression in the testis (restoring

them in the testis). Second, testis-biased genes may have normal levels of diversity

at regulatory sites, but these regulatory variants do not lead to detectable changes

in expression in the ovary. While the approaches used here do not infer where cis

variants are located relative to the genes they regulate, diversity data at 5’ UTRs in

D. melanogaster and D. simulans does not support reduced diversity upstream of

male-biased genes (if anything there may be a slight excess of variants; Lawniczak

et al., 2008; Campos et al., 2018). It therefore seems more likely that cis variants at

testis-biased genes do not lead to changes in ovary expression. Whether this repre-

sents a true biological difference, or a limitation of the method to detect cis effects

when gene expression is low, as is the case of testis-biased genes in the ovary, is cur-

rently unclear. However, it is in line with the observation that many cis-eQTLs that

modulate male expression in D. melanogaster do not do so in females even if they

affect genes that are expressed in both sexes (Massouras et al., 2012). In any case,

we find no substantial evidence of increased cis variation for genes at intermediate

sex-bias in the gonad, suggesting that sex differences in allelic usage in this organ

may be sufficient to avoid widespread sexual conflict over expression. Furthermore,

the fact that many cis regulatory interactions shaping testis expression do not affect

expression in ovaries may partly explain why male-biased gene expression is subject

to few constraints and can therefore evolve fast, in line with what is often observed.

More generally, these results highlight the need for approaches that incorporate the

identification of cis variants with their cumulative regulatory effects on genes, as

well as diversity and divergence estimates, in order to fully understand the muta-
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tion to cis effect relationship, and the selective pressures acting on expression and

their regulatory variants.

Data Availability

All RNA-seq reads have been deposited to the NCBI short reads archive under bio-
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Chapter 3

Characterizing the regulatory architecture of sex

differences in expression via sex bias eQTL analysis

in heads and gonads of Drosophila melanogaster

Gemma Puixeu, Christine Syrowatka, Ariana Macon, Lúısa Scolari,

Nick Barton and Beatriz Vicoso

Abstract

Sex-specific selective forces acting on a shared genome lead to a sexual

conflict of interests. Resolution of sexual conflict relies on sex linkage and

sex-specific expression of shared genomic regions. Since most of the genome

is shared between sexes, sex bias in gene expression is thought to be the main

mechanism underlying sex differences, so the study of its molecular basis is

key to understanding the selective forces as well as evolutionary dynamics of

phenotypic dimorphism.

So far, most of our understanding of the molecular basis of sex differences in

expression, particularly in Drosophila, has relied on the comparison of sex-

specific eQTL analyses using whole body data, which is suboptimal. On the

one hand, because gene expression, as well as its regulatory variation is highly

tissue-dependent. On the other hand, because the comparison of sex-specific

eQTL analyses, revealing sex differences in regulatory architecture, is not di-

rectly informative of the genetic basis of sex differences in expression.

In this study we propose an alternative approach, exactly to this end: sex

bias eQTL analyses, whereby we find genetic variation associated with ex-

pression differences across sexes explicitly in F1 crosses between Drosophila

melanogaster inbred lines, separately for heads and gonads. Consistently with

its higher phenotypic dimorphism, we find that gonads have more sex bi-

ased gene expression, as well as more sex-specific regulatory variation than

heads. We find that most variation underlying sex differences in expression

acts in a male-specific manner, and scarce evidence of sex-biased and sexually-

antagonistic associations underlying sex biased expression. Finally, we detect

evidence that intersex correlation acts to constrain sexual dimorphism evolu-

tion.
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Introduction

Females and males are often subject to different selective pressures arising from

divergent ecological niches and reproductive interests. This can lead to both sex-

specific natural and sexual selection on traits that have a shared genetic basis be-

tween them, causing a genetic “tug of war” known as intralocus sexual antagonism

(Bonduriansky & Chenoweth, 2009). The resolution of this conflict occurs via mech-

anisms that allow phenotypic decoupling of a single genome in a sex-specific manner

(i.e. the evolution of sexual dimorphism) which, broadly, involve sex-linkage and

sex-biased expression (Griffin et al., 2013; Mank, 2017). The first implies genetic

linkage of sexually-antagonistic alleles to sex-determining regions (Dean & Mank,

2014; A. E. Wright et al., 2017); the second refers to differential expression of shared

regions under conflict, which encompasses sex-specific expression both at the tran-

scriptional and post-transcriptional level, sex-specific splicing and expression of gene

duplicates or imprinting (Williams & Carroll, 2009; Stewart et al., 2010; Singh &

Agrawal, 2023). While sex linkage is limited to loci with differential representation

in both sexes (e.g. sex chromosomes or mitochondrial and chloroplast DNA), sex-

specific expression of the shared genes is likely the main mechanism for resolving

sexual conflict across the vast majority of the genome and, so, thought to be respon-

sible for most sex differences (Jiang & Machado, 2009; Stewart et al., 2010; Mank,

2017). Therefore, the study of the molecular basis of sexual dimorphism, of which

we still lack thorough understanding, can help us gain insights into the selective

forces and evolutionary dynamics underlying sex-specific adaptation.

Several studies have shown that the expression of a large proportion of genes is

sex-biased across a range of taxa (reviewed in Ellegren & Parsch, 2007; eg. Jin et al.,

2001; Gibson et al., 2004 in Drosophila; Rinn & Snyder, 2005 in mammals; Mank et

al., 2008 in birds; Hartman et al., 2021 in humans), and a few others have character-

ized the genetic basis of such differences (eg. Massouras et al., 2012; Huang et al.,

2015, 2020; Pallares et al., 2023 in Drosophila; Stranger et al., 2007; Dimas et al.,

2012; GTEx Consortium, 2020; Oliva et al., 2020 in humans; Bhasin et al., 2008;

Gonzales et al., 2018 in mice). Outside of vertebrates, particularly in the model

Drosophila (Massouras et al., 2012; Huang et al., 2015, 2020; Everett et al., 2020),

most sex-specific eQTL analyses, aimed at the discovery of genetic variants that

are associated with sex-specific gene expression variation, were performed on whole

bodies. However, the resolution achievable and the scope of questions that can be

answered with this type of data are very limited because each tissue has different
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(sex-specific) expression patterns (Stamboliyska & Parsch, 2011; Leader et al., 2018;

Urbut et al., 2019; Oliva et al., 2020) and regulatory mechanisms (Urbut et al., 2019;

Oliva et al., 2020). Also, studies of the genetic variation underlying sexual dimor-

phism across tissues can provide information about molecular mechanisms driving

sexually-dimorphic development and their evolutionary dynamics. For instance,

it has been suggested that the speed of sexual conflict resolution via evolution of

sex bias in gene expression is faster in tissues with pre-existing sexually-dimorphic

regulatory elements (driven by, for example, sex hormone receptors or sex-linked

–in Y/W chromosomes– transcription factors; D. B. Wright, 1993; Bonduriansky

& Rowe, 2005; Stewart et al., 2010). Across Drosophila species, there is evidence

that the persistent expression of genes in the sex determination cascade leads to the

development of sexually-dimorphic structures (Williams & Carroll, 2009; Rice et al.,

2018). Joint analyses of the molecular patterns of sex and tissue dimorphism are

needed to understand whether the regulatory variation driving phenotypic plasticity

is reused across sexes and tissues, or whether the mechanisms leading to sex and

tissue expression differences are different, as currently suggested (Gordon & Ruvin-

sky, 2012; Oliva et al., 2020).

Whether or not sexual conflict plays a role in shaping the long-term evolution

of sex-biased genes depends on how easy it is to decouple expression between the

two sexes, which relies on the genetic architecture underlying (sex-specific) gene

expression. Specifically, several studies have shown that the potential for sexually-

dimorphic adaptation depends on the variance-covariance (G) matrix between traits

and across sexes underlying phenotypic expression. Concretely, we have theoretical

evidence that intersex correlation quantitatively constrains sexual dimorphism evo-

lution by determining its evolutionary rate (Lande, 1980, 1987; Chapter 4 of this

thesis). This idea is supported by a general negative correlation between intersex

correlation and sex differences observed across traits and species (Delph et al., 2004,

2010; Bonduriansky & Rowe, 2005; McDaniel, 2005; Poissant et al., 2010), includ-

ing gene expression in Drosophila (Griffin et al., 2013). More mechanistically, it

is generally assumed that traits with a high (low) intersex correlation will hardly

(easily) evolve to be dimorphic (Stewart et al., 2010), which is consistent with the

hypothesis that intersex correlation for gene expression should be lower in gonads

than in heads, where it has already been observed to be high (Khodursky et al.,

2020).

Another aspect of the genetic architecture that is expected to influence the ability
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for the two sexes to diverge is the amount of mutations underlying gene expression

variation. For infinitesimal or highly polygenic traits with imperfect intersex corre-

lation, sexual conflict is always expected to be resolved given enough time (Lande,

1980, 1987; Chapter 4 of this thesis). On the other hand, oligogenic traits under-

lied by very few mutations are more constrained and gene expression is expected to

remain unbiased for longer (Haldane, 1962; Rhen, 2000), generating potential for

longer-term sexual conflict (Cheng & Kirkpatrick, 2016; Ruzicka et al., 2019).

eQTL analyses are a powerful tool to study the genetic architecture underlying

gene expression variation, because they allow the characterization of particular mu-

tations affecting (sex-specific) gene expression. Analyzing which types of genes are

more likely to be sex biased, and which mutations account for variation in sex differ-

ences in expression, can also shed light on the selective forces that are acting on sex

biased gene expression and its regulatory variation (eg. Simons et al., 2018). Gen-

erally, positive and negative selection should decrease the amount of polymorphic

variation within a population, while balancing selection should lead to their mainte-

nance. So, while it is often assumed that genes with sexually dimorphic expression

should be associated with most sex-specific eQTL variation, it is unclear whether

this prediction should hold: if sex bias resolves sexual conflict, genes with inter-

mediate sex bias levels should be subject to stronger balancing selection (Cheng &

Kirkpatrick, 2016) and therefore may present more genetic variation than sex biased

genes. This is consistent with theoretical models of stabilizing selection showing that

mutations accounting for most sexual dimorphism should be fixed and therefore not

contribute to variation at steady state (Reeve & Fairbairn, 2001; Chapter 4 of this

thesis), and also with the observation that the degree of sex bias in gene expres-

sion does not substantially differ between genes with and without sex differences in

regulatory architecture (Dimas et al., 2012; Oliva et al., 2020).

The mode of action and respective frequency of eQTLs associated with sex bias

are also key parameters for understanding the evolution of dimorphism: mutations

that generate variation for sex bias can be sex-specific, sex-biased (affecting both

sexes in the same direction but different magnitudes) and sexually-antagonistic (af-

fecting expression in both sexes in opposite directions). The prevalence of each

type of mutation depends on how likely they are to arise as well as their persis-

tence times after selection operates. We predict that sex-specific mutations should

account for most variation underlying sex differences in expression, since newly aris-

ing mutations with sex-specific effects are predicted to be common, particularly for
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sexually-dimorphic tissues (Stewart et al., 2010). They are further expected to ac-

count for twice as much genetic variation in the respective sex as mutations affecting

both sexes would because they are under selection only half of the time, assuming

directional selection (Morrow & Connallon, 2013). On the other hand, sexually-

antagonistic mutations are expected to arise only rarely, and become fixed (lost)

very fast if they generate sex bias in (against) the direction of selection (Muralidhar

& Coop, 2023). This is consistent with only rare evidence of sexually-antagonistic

mutations for gene expression variation (Dimas et al., 2012; Meiklejohn et al., 2014;

Oliva et al., 2020), although theoretical work suggests that they might have an im-

portant contribution to sex-specific phenotypic variation (e.g. Connallon & Clark,

2014).

The genetic variants that explain variation for sex bias and sex-specific gene ex-

pression can act in cis or in trans. While cis variants act by affecting the expression

of linked genes (e.g. mutations at promoters or enhancers), trans-acting variants can

affect the expression of both copies of close or distant genes by, for example, chang-

ing the activity or expression of a transcription factor (Signor & Nuzhdin, 2018).

The estimated prevalence of cis- vs trans-acting mutations depends on the scope of

the analysis. Concretely, cis-acting eQTLs seem to disproportionately contribute to

differences between species (Wittkopp et al., 2008; Coolon et al., 2014; Metzger et

al., 2017), and tend to have more differential effects between sexes when introgressed

from another species (Meiklejohn et al., 2014), while trans-acting eQTLs account

for most variation within species, including variation across tissues (Grundberg et

al., 2012; GTEx Consortium et al., 2017) and sexes (Bhasin et al., 2008; Meiklejohn

et al., 2014; Porcu et al., 2022). Further characterization of the genetic variation for

sex differences in expression into cis- and trans-acting can provide useful insights

into its mode of action as well as evolutionary processes shaping it, and how this

might differ between more or less sexually-dimorphic tissues.

So far, most of our understanding of the genetic basis of sex differences in ex-

pression has derived from sex-specific eQTL analyses, i.e. by comparing male- and

female-specific eQTL associations, which reveal significant decoupling of the regu-

latory architecture between the two sexes (e.g. Bhasin et al., 2008; Dimas et al.,

2012; Massouras et al., 2012; Huang et al., 2015). However, while this widely-used

approach can shed light on the differences in regulatory variation across sexes, it

is not directly informative about the genetic variation leading to sex differences

in expression. First, because independent sets of analyses with different statistical
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specifications are run for each sex, leading to results that are not directly compara-

ble. Second, because this approach lacks the power to discover subtle but potentially

functionally relevant variants. For example, it cannot detect QTLs that generate

variation for sex differences in expression by affecting gene expression weakly in ab-

solute terms but by a significantly different amount across sexes. Third and most

crucially, because previous studies reported evidence that genes with sex-specific

eQTL regulation (genes whose expression is regulated by different eQTLs in the two

sexes) are not more sex-biased than genes with shared regulatory variation between

sexes (Dimas et al., 2012; Oliva et al., 2020), which suggests that sex differences in

expression regulation do not primarily lead to sex differences in expression levels.

A more statistically-correct and powerful alternative to characterize the genetic

variation in sex differences in expression would involve detecting sex bias eQTLs,

i.e. by running eQTL analysis using sex bias in gene expression (measured as the

binary logarithm of the ratio between female and male gene expression, referred

to throughout as sex bias), as a direct measure of sex differences in expression, as

our phenotype. This is a strategy that has not been used before, likely because it

ideally relies on having sex-specific expression values per genotype, which can only

be obtained for homozygous lines in inbred populations. This is suboptimal: first

because this is unavailable for wild, outbred populations; second, because inbred

lines present reduced genetic variation and might display patterns of (sex-specific)

gene expression and overall phenotypic variation that are not representative of those

of wild populations (Charlesworth & Willis, 2009; Zhao et al., 2019).

In this study, we characterize various aspects of the genetic basis of sex differ-

ences in expression using a newly-generated expression dataset specifically tailored

to circumvent some of these caveats. Specifically, we obtained replicate sex-specific

gene expression data in heads and gonads of 95 F1 crosses between inbred lines

of the Drosophila Genetic Reference Panel (DGRP, Mackay et al., 2012; Huang

et al., 2014). The DGRP contains around 200 Drosophila melanogaster lines that

have been generated by successive inbreeding of individuals sampled from an origi-

nally outbred population from Raleigh, USA, over 20 generations. These lines have

been genotyped for around 6 million genome-wide SNPs and phenotyped for mul-

tiple traits, including gene expression. Their patterns of genetic (Mackay et al.,

2012; Huang et al., 2014) as well as their association with phenotypic variation (e.g.

Hoffman et al., 2014; Lecheta et al., 2020; Wilson et al., 2020, reviewed in Mackay &

Huang, 2018), including gene expression (Huang et al., 2015), have been described,
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which makes them a great tool for further characterization of genetic variation.

However, they are highly inbred. By using first-generation crosses between lines,

we make sure that the F1 individuals are heterozygous themselves, and thus free

from inbreeding depression and its potential effects on phenotypic as well as gene

expression variation, but still genetically identical within each line, allowing us to

obtain a measure of sex bias per genotype, as is essential for our analysis. Also, while

other studies of eQTL variation in the DGRP have used expression in whole bodies

(Huang et al., 2015, 2020; Everett et al., 2020), we obtain tissue-specific expression

data, allowing us to compare patterns of sex bias as well as its regulatory variation

in heads and gonads. Other work has looked at eQTL variation in Drosophila heads

(King et al., 2014; Pallares et al., 2023) but, to our knowledge no study to date has

examined the regulatory variation of gene expression in the gonads of this species.

Importantly, our approach relies on an absence of maternal genotypic (MG) and

parent-of-origin (PO) effects in gene expression, as each line is crossed only once ei-

ther as maternal or paternal. Although an absence of MG and PO effects has been

reported by previous studies in Drosophila (Wittkopp et al., 2006; Coolon et al.,

2012; Chen et al., 2015; Takada et al., 2017), we explicitly confirmed this pattern

using within- and reciprocal between-line crosses across a subset of the DGRP lines

in a previous study (Chapter 2 of this thesis).

By comparing the results obtained via sex bias eQTL analyses with traditional

sex-specific eQTL analysis, we present a comprehensive study addressing various

open questions on the tissue-specific genetic basis of sex differences in expression.

Materials and methods

Sample preparation and sequencing

We obtained sex-specific replicated gene expression for heads and gonads from F1

crosses between Drosophila melanogaster inbred lines. Specifically, we randomly

paired 190 lines from the DGRP into 95 crosses, each line being crossed just once

to another line, either as maternal or paternal. About 53% of the DGRP lines

are infected with Wolbachia pipientis (Huang et al., 2014), which is a maternally-

transmitted endosymbiotic bacterium which infects 20% of insects. Although the full

range of Wolbachia effects on physiology and generally quantitative trait expression

is unknown, it has been shown to manipulate host biology to increase production of

infected females (Hoffmann et al., 1986), and it is expected to affect gene expression
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patterns (Huang et al., 2015). We ensured that the F1 lines are free from Wolbachia

infection by pairing the infected lines as paternal. All the maternal lines were PCR-

tested to ensure absence of infection, after treating the few Wolbachia-positive lines

to be crossed as maternal with Tetracycline.

Crosses were set up in vials containing 40 males and 40 virgin females (between

1 and 5 vials depending on the number of individuals that could be obtained), at

23ºC under a 12 hours light / 12 hours dark cycle. For each cross, we then dissected

two replicate samples of heads and gonads of 20 4-day-old virgin females and virgin

males for each cross, obtaining a total of 760 samples. The experimental design is

outlined in Figure 1A. Samples were flash frozen in liquid nitrogen and kept at -80ºC

until further processing. RNA was then extracted with a Maxwell® RSC Simply

RNA Tissue Kit (Promega). The whole array of samples was divided into three

Smart-seq2 RNA-seq libraries, which were produced from the tagged and pooled

samples at the Vienna Biocenter Sequencing Facility, and sequenced on an Illumina

Novaseq machine (single end 100bp reads).

Data processing and gene expression estimation

We obtained demultiplexed data for each of the three libraries, each containing 268,

246 and 244 samples (for a total of 758 samples; two were missing at the moment

of the plating: 392F x 176M female heads R2 and 392F x 176M female ovaries

R2). We trimmed the data using Trimmomatic (Bolger et al., 2014) and performed

UMI-based deduplication using UMI-tools (Smith et al., 2017). We estimated over-

all count and TPM (transcripts per million) expression for each transcript using

Kallisto (Bray et al., 2016). Three further samples were removed because of their

low correlation to other samples of the same tissue after processing: 195F x 730M

male head R1, 373F x 513M male testes R2 and 195F x 730M female heads R2

(Spearman correlation < 0.8). All subsequent analyses were done without these five

samples.

We summed TPM per transcript across isoforms to obtain expression levels per

gene, and averaged expression across the two replicates. To avoid biases in males

and for consistency in females, X-linked genes were removed, so only autosomal

data was used for all the analyses. We quantile-normalized the final dataset across

samples of both tissues and sexes together.
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eQTL analyses

We ran eQTL analyses using sex-specific as well as sex bias in expression per tissue as

phenotypes using our newly-generated gene expression dataset. The tissue- and sex-

specific phenotypic files correspond to the binary logarithm of expression averaged

across replicates, for those genes with TPM > 1 across all lines per tissue. Sex bias

was computed per tissue as the binary logarithm of female over male expression,

log
2
(expf/expm), for those genes with TPM > 1 across all lines in both sexes. Thus,

we are eliminating sex-specific genes and only considering genes expressed in both

sexes per tissue for our analyses of sex bias (see Figure 1B,C for the tissue-specific

sex bias distribution). We combined the genotypic data (BED, BIM and FAM files

downloaded from the DGRP website) of the two parents by taking the maternal and

paternal genotype at each position to obtain the genotype files of the heterozygous

F1 crosses. We considered only autosomal SNPs with a minor allele frequency

(MAF) > 0.05 across haplotypes.

We used PLINK (Purcell et al., 2007) to run eQTL analyses for six conditions:

female head, male head, sex bias head, female ovaries, male testes and sex bias gonad.

Concretely, we linearly regress log
2

expression on SNP status in each sex (and the

difference between sex-specific log
2

expression for sex bias), separately for every

gene and SNP. For each association, we obtain its direction (regression coefficient),

effect size (coefficient of determination) and significance (p-value). We compute false

discovery rate (FDR) using the Benjamini-Hochberg correction method, and select

significant associations between SNPs and genes at FDR < 0.05.

Results

We obtained sex-specific gene expression data in heads and gonads of 95 F1 crosses

between 190 Drosophila melanogaster inbred lines from the DGRP (see Figure 1A

for a schematic representation of the experimental design). We used this newly-

generated dataset to run eQTL analyses on female and male expression as well as

on sex bias, computed as log
2
(expf/expm), for heads and gonads separately. We

compare the results of eQTL analyses across the various conditions to characterize

the tissue-specific patterns of sex differences in expression, as well as its regulatory

variation.
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More sex bias in gonads than in heads

We first assessed sex-specificity of gene expression in heads and gonads. We define

genes as female (male)-specific if they are expressed at TPM > 1 in females (males)

and TPM < 1 in males (females), and shared if they are expressed at TPM > 1

in both sexes. We find more sex-specific genes in gonads (1,591 female-specific,

1,708 male-specific and 3,992 shared genes) than in heads (219 female-specific, 255

male-specific and 5,616 shared genes). A higher degree of sex-specific expression in

the gonads is expected given the higher levels of phenotypic sexual dimorphism in

gonads than in heads.

We examine the sex bias of those genes that are shared between sexes per tissue

(TPM > 1 in both, thus excluding genes previously determined as sex-specific),

computed as the binary logarithm of female over male expression. Concretely, we

determined that genes are sex biased if they show a twofold expression in one of the

two sexes over the other. As also expected, we observe more sex biased genes in the

gonads (2,683) than in heads (54), as is illustrated by a wider sex bias distribution in

gonads than in heads (Figure 1B,C). While this distribution is relatively symmetrical

in the heads (34 and 20 female- and male-biased genes), there are more female-biased

(2,174) than male-biased (509) genes in the gonads. This indicates that of the genes

that are expressed in gonads of both sexes, more have higher ovary than testes

expression.

The regulatory variation underlying sex-specific and sex bias

in head and gonad gene expression in D. melanogaster

We next characterized the genetic variation underlying sex-specific and sex bias

in gene expression. To do so, we defined linear models regressing gene expression

on SNP status, independently for each SNP and gene using PLINK, and selected

significant associations at a Benjamini-Hochberg FDR < 0.05. A separate analysis

was run in each of the following conditions: female heads, male heads, female ovaries,

male testes, sex bias heads (i.e. using log
2
(female/male) head expression as the

phenotype), and sex bias gonads.

Only a small subset of all the autosomal 1,394,283 SNPs considered act as eQTLs

(are associated with expression of at least one gene) in each condition, with eQTLs

underlying sex bias in heads yielding the lowest count (7,636, representing 0.55% of

all SNPs, while for the other analyses between 4.61-9.16% of SNPs act as eQTLs;

Table 1). The percentage of eQTL-genes (genes with at least one associated eQTL)
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Figure 1: On the expression dataset. A: Experimental outline: we obtained replicate
expression for heads and gonads in females and males of 95 F1 crosses between 190 inbred
Drosophila melanogaster lines from the DGRP. B and C: Distribution of sex bias (SB =
log2(ēf/ēm, where ēf and ēm are sex-specific averages across lines for each gene) in heads
and gonads for genes expressed at TPM > 1 in both sexes (thus excluding sex-specific
genes, see main text). The dashed vertical lines indicate the threshold at which we are
classifying genes as female- (SB > 2) and male-biased (SB < −2).

ranges between 9.29-25.14%, with sex bias heads and male testes respectively having

the lowest and highest percentages (Table 1. When we consider specific eQTL-gene

associations (associations between particular eQTL and gene pairs) we find that,

while we have a similar number of associations in the two sexes in heads (116,167 in

females and 99,894 in males), there are almost twice as many associations in testes

(260,597) than ovaries (140,640; Table 1, Figure 2). While the total number of asso-

ciations for sex bias in gonads is similar to the number of sex-specific associations in

both tissues, the counts are much lower for sex bias heads (12,966 vs 89,341-260,966

in the rest of the conditions; Table 1) which, again, reflects the lower sex bias in this

tissue, as well as a similar regulatory architecture across sexes.

We consider associations in cis if SNPs are located within 10kb of the genes

that they regulate, and in trans otherwise. Using this threshold, we find that the

vast majority of associations acts in trans, with a percentage of cis associations of

around 2% consistently across analyses (with the exception of sex bias associations

in heads, for which the proportion of cis-associations is only 0.48% (Table 1).

We detect evidence of high pleiotropy in sex-specific and sex bias regulatory

architecture. Concretely, we find that the distribution of eQTLs associated with each
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N genes N (%)
eQTLs

N (%)
eQTL-
genes

N associ-
ations

N (%) cis

associ-
ations

Female
heads

5,836 80,997
(5.81)

1,231
(21.10)

116,167 2,215
(1.91)

Male heads 5,871 76,645
(5.50)

1,259
(21.44)

99,894 2,600
(2.60)

Female
ovaries

5,583 101,192
(7.26)

914 (16.37) 140,640 1,934
(1.38)

Male testes 5,700 127,744
(9.16)

1,433
(25.14)

260,597 5,209
(2.00)

Sex bias
heads

5,616 7,636
(0.55)

522 (9.29) 12,966 62 (0.48)

Sex bias
gonads

3,992 64,297
(4.61)

655 (16.41) 89,341 1,790
(2.00)

Table 1: Summary of eQTL results for each analysis. N genes are the total amount
of genes analyzed per sample (autosomal with TPM> 1 across all lines); N (%)
eQTLs are the amount (percentage) of SNPs associated with expression of at least
one gene; N (%) eQTL-genes are the amount (percentage) of genes whose expression
is associated with at least one eQTL; N associations are the amount of associations
between specific eQTL-gene pairs; N (%) cis associations are the amount (percent-
age) of associations acting in cis (eQTLs located within 10kb of the gene). We
report significant results at an FDR < 0.05.

eQTL-gene is very right-skewed: while the expression of most genes is affected only

by a few eQTLs, some genes have thousands of associated eQTLs, for all analyses

(Figure S1). Similarly, we find that some eQTLs affect the expression of multiple

genes (Figure S2). Here, we find a substantial difference in the distribution of the

number of genes associated with cis and trans-acting associations: eQTLs can affect

the expression of dozens of genes in trans, while when acting in cis they only affect

expression of the gene(s) they are on (Figure S2), consistently with previous studies

across species (Brem et al., 2002; Hughes et al., 2006; Gruber et al., 2012). Also

the effect size distribution differs between cis and trans eQTLs, with average effect

size ranging between 0.30-0.32 and 0.18-0.22 across analyses, respectively (Figure

S3), also consistently with previous results (Brem et al., 2002; Hughes et al., 2006;

Bhasin et al., 2008; Gruber et al., 2012; Metzger et al., 2016).
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The modus operandi of sex bias eQTLs

By comparing the eQTL variation detected in sex-specific as well as sex bias analy-

ses we can get a better picture of the mode of action of the regulatory architecture

generating sex differences in expression. We therefore looked at the overlap between

the different kinds of eQTL-gene associations (those identified in the female- and

male-specific analyses, and those identified in the sex bias analysis) in each tissue

separately (Figure 2A).

First, we find that only few associations are shared between the sexes (fm and

s-fm categories in Figure 2A) in gonads (6,756, being 4.80 and 2.60% of total associ-

ations in females and males), while many are shared in heads (43,572, representing

37.51 and 43.62% of total female- and male-acting associations). This, together

with the result that there are many more sex bias eQTLs as well as eQTL-gene

associations in gonads than in heads (Table 1, Figure 2A), supports the idea that

the greater extent of sex-biased expression observed in gonads is associated with

decoupled regulatory architectures between the sexes.

Second, we examine the modus operandi of eQTL-gene associations that af-

fect sex bias to quantify the proportion of sex-specific, sex-biased and sexually-

antagonistic associations generating variation for sex bias (referred to as sex bias

associations), as well as the amount of sex bias associations that are not found in

sex-specific analyses (Figure 2B). Associations generating variation in sex bias by

affecting expression in only one sex (corresponding to categories s-f and s-m in Fig-

ure 2A and to “sex-specific” in Figure 2B; illustrated for one example in Figure S4)

account for about a third of sex bias associations in heads, and two thirds in gonads.

Interestingly, most of those are male-specific, suggesting that much of the variation

for sex differences in expression acts in a male-specific manner. While this holds

for both tissues, it is most pronounced in gonads. Generally, we find that only a

relatively small proportion of the associations that are only found in one of the two

sexes are also associated with sex bias, representing 1.49 and 2.85% of female and

male associations in heads and 7.96% in ovaries, while these are substantially larger

for testes (20.09%). This overall suggests that most sex differences in regulatory

architecture are not associated with sex differences in expression.

Associations generating variation for sex bias by affecting expression in the two

sexes in the same direction but with different magnitudes (corresponding to a subset

of s-fm category in Figure 2A and to “sex-biased” associations in Figure 2B; illus-

trated in Figure S5) are rare both in heads (10) and gonads (16). We detect few
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associations generating variation for sex bias by increasing expression in one sex and

decreasing it in the other (corresponding to the rest in the s-fm category in Figure

2A and to “antagonistic” associations in Figure 2B; see Figure S6 for an example),

exclusively in gonads, indicating that those are generally very rare. We looked at the

sexually-antagonistic associations generating variation for sex bias in gonads in more

detail. Of those 21 associations, 17 affect expression in one particular gene, all in cis

(see Figure S6 for the respective Manhattan plot). This gene is Threonyl-carbamoyl

synthesis 5 (Tcs5, FBgn0035590) which encodes an atypical Ser/Thr kinase part of

the KEOPS/EKC complex. It phosphorylates the product of p53 and is regulated

by the products of Akt and Rab35. It is involved in tRNAs modification, telomere

and chromatin dynamics (from Flybase, Gramates et al., 2022).

We also find a significant amount of sex bias eQTLs which are not detected in

sex-specific analyses, these representing a higher percentage of the total amount

of sex bias eQTLs in heads (64.6%) than in gonads (28.8%; category s in Figure

2A,B). This suggests that comparing the results of sex-specific analyses provides

only a partial picture of the variation underlying sex differences in expression.

Last, we find very little overlap between associations across tissues in each sex,

with only 2.68-7.32% of associations being shared between heads and gonads in

each sex, and no overlap in sex bias associations between tissues (Figure 1C). This

suggests that the regulatory architecture is highly tissue-specific.

Enrichment of cis-acting associations among those shared be-

tween sexes

We test a few predictions on the regulatory basis of the various categories of associ-

ations based on their sharing between conditions. Based on previous results (Bhasin

et al., 2008; Meiklejohn et al., 2014; Porcu et al., 2022), we expect that associations

that are shared between sexes typically act in cis. Consistently, we find that the few

associations that are shared between the three analyses (s-fm; 10 and 37 in heads

and gonads) almost always (100% in heads and 85.50% in gonads) act in cis. While

the % cis is very slow for the rest of the categories, we find that associations that

are shared between the sexes but not with sex bias (category fm) have the next

highest proportion of cis action both in heads (3.34%) and gonads (4.21%; Figure

3A,B). It is also worth noting that sex bias eQTL associations that are not detected

in sex-specific analyses (category s) have the lowest percentage of cis both in heads

(0.04%) and gonads (1.13%; Figure 3A,B).
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Figure 2: Sharing of eQTL-gene associations between analyses. A: Number of shared
associations between female, male and sex bias analyses in heads and gonads. These
include: sex-specific (f, m) and shared (fm) associations not generating variation for sex
bias; associations generating variation for sex bias also detected in one sex (s-f, s-m), in
both (s-fm) or in none (s). B: Closer examination of the modus operandi of sex bias
associations in heads (brown) and gonads (blue). Sex-specific (sex bias) associations (s-f,
s-m) correspond to those generating variation for sex bias by affecting expression in one
sex but not the other. Sex-biased and antagonistic (sex bias) associations (s-fm) generate
variation for sex bias by affecting expression in both sexes in different magnitudes and
directions, respectively. C: Number of shared associations between heads and gonads in
females, males and sex bias. Significance of the results has been determined at FDR
< 0.05.

Similarly, we expect that eQTLs that are shared between analyses have stronger

effect sizes (Bhasin et al., 2008; Dimas et al., 2012; Massouras et al., 2012). We

find that the effect sizes of associations detected in the three analyses (s-fm cate-

gory) are consistently higher, potentially reflecting the generally higher effect sizes

of cis-acting mutations (Figure S3), while the rest have similarly low distributions

of effect sizes, centered at around 0.2 in both heads and gonads (Figure 3C,D). We

also expected that sex bias eQTLs that are not detected in sex-specific analyses
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Figure 3: The regulatory basis of the various categories of associations. A (B): Percentage
of significant associations acting in cis in heads (gonads). C (D): Effect size distribution in
heads (gonads). The various categories of associations correspond to their sharing across
the various analyses (see Figure 2A): sex-specific (f, m) and shared (fm) associations not
generating variation for sex bias (in ocre in A,B); sex bias associations (in grey in A,B)
also detected in one sex (s-f, s-m), in both (s-fm) and in none (s). In C-D the boxes in
green, red and grey correspond to female, male and sex bias distributions for mutations
of each category (when applying), and the dashed horizontal lines are at average effect
size distribution in heads and gonads. Significance groups revealing differences between
categories within tissue per analysis, calculated as two-proportions z-test at p-value < 0.05
for A-B and Mann-Whitney U test at p-value < 0.05 for C-D, are denoted by different
letters, sorted by ascending means.

(s category) have particularly low effect sizes, which holds for gonads but not for

heads.

Genes with shared genetic architecture between sexes have

higher intersex correlation in expression

Next, we test some predictions on the genetic architecture underlying sex differences

in expression. First, we expect intersex correlation (rfm) to be negatively associated

with the extent of sexual dimorphism (e.g. Poissant et al., 2010; Griffin et al.,

2013). Consistent with this prediction, we find that intersex correlation (computed

as between-sex covariance divided by the geometric mean of sex-specific variances,

calculated per gene across lines) is significantly higher for heads than for gonads,
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with means of 0.50 and 0.19, respectively (Mann-Whitney U test, p-value < 0.001;

Figure 4A), and a significant negative correlation between rfm and sex bias in heads

(linear regression coefficient=-0.11, p-value < 1e-16, Figure 4B). However, rfm and

sex bias are positively correlated in gonads (linear regression coefficient=1.07, p-

value < 1e-16, Figure 4C). We also expected that intersex correlation should be

higher for genes with a shared regulatory architecture between sexes, and lower for

those with associated sex bias eQTLs. Indeed, we find higher intersex correlation

for genes with associated regulatory associations that are shared between the sexes

(fm category, Figure 4D,E). Also, although only significant for some comparisons,

we find that rfm for genes with associated sex bias eQTLs (categories s-fm, s-f, s-m,

s; grey boxes) is generally lower than for those genes without associated sex bias

eQTLs (categories f, m, fm; brown boxes, Figure 4D,E).

Second, we checked whether genes with associated sex-specific and sex bias

eQTLs are more sex biased than genes with shared genetic architecture. Consis-

tently with previous results (Dimas et al., 2012; Oliva et al., 2020), we did not find

any pattern in the distribution of sex bias across categories of genes, with genes with

shared genetic architecture (category fm in Figure 4F,G) and genes with associated

sex bias eQTLs (grey boxes in Figure 4F,G) all having similar sex bias. Third,

we expect that more polygenic traits are able to more easily diverge between the

sexes, while those underlain by very few mutations are more constrained (discussed

in e.g. Rhen, 2000), so we predict that the extent of sex bias is positively correlated

with the amount of associated eQTLs. This was however not observed. Instead, we

found a non-significant correlation between the amount of eQTLs and sex bias both

in heads and in gonads (linear regression p-values of 0.34 and 0.49).

Discussion and work in progress

Sex-specific expression of a shared genome is thought to be one of the main molecu-

lar mechanisms underlying phenotypic sexual dimorphism (Jiang & Machado, 2009;

Stewart et al., 2010; Mank, 2017), so studying its regulatory basis is key to under-

standing the evolutionary dynamics underlying sexually-dimorphic adaptation.

Most previous studies looking at sex differences in the regulatory variation in

gene expression rely on the comparison of sex-specific eQTL analyses. However, we

argue that, while this approach provides insights into sex differences in the regula-

tory variation of gene expression, it is not directly informative of the genetic basis

of sex differences in expression, since previous studies provided evidence that genes
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Figure 4: Intersex correlation (rfm) and sex bias. A: Distribution of rfm values across
genes in heads (orange) and gonads (blue). B (C): Scatter plot of rfm and sex bias,
SB = log2(ēf /̄m), in heads (gonads), where ēf and ēm are sex-specific averages across lines
for each gene. The black solid lines display the least-squares regression, corresponding to
−0.11x + 0.10 (p-value < 1e-16) in heads and 1.07x + 0.87 (p-value < 1e-16) in gonads.
D (E): rfm distribution across genes associated with various categories of eQTLs in heads
(gonads). F (G): Sex bias distribution across genes associated with various categories of
eQTLs in heads (gonads). The various categories of associated eQTLs correspond to their
sharing across the various analyses (see Figure 2A): sex-specific (f, m) and shared (fm)
associations not generating variation for sex bias (in ocre in A,B); sex bias associations (in
grey in A,B) also detected in one sex (s-f, s-m), in both (s-fm) and in none (s). In D-E (F-
G), the dashed horizontal lines are at average rfm (sex bias) in heads and gonads. In D-G,
significance groups revealing differences between categories, calculated Mann-Whitney U
test with p-value threshold < 0.05, are denoted by different letters, sorted by ascending
means.

associated with sex-specific eQTL variation are not more sex biased than genes with

shared regulatory variation across sexes (Dimas et al., 2012; Oliva et al., 2020), sug-

gesting that sex differences in regulatory architecture do not necessarily lead to sex

differences in expression levels. Instead, looking for genetic variation underlying sex
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bias, computed as log
2
(expf/expm), as a measure of sex differences in expression,

is a more appropriate approach to the characterization of the regulatory landscape

of sex differences in expression. However, this method relies on sex-specific gene

expression of single genotypes, which is not available for wild, outbred populations.

Also, most eQTL studies in Drosophila have analyzed whole body data (Massouras

et al., 2012; Huang et al., 2015, 2020; Everett et al., 2020), which is suboptimal

because gene expression patterns as well as their regulatory variation are highly

tissue-specific (Urbut et al., 2019; Oliva et al., 2020).

In this study, we obtain a gene expression dataset specifically tailored to charac-

terize the tissue-specific genetic variation of sex differences. We crossed 190 inbred

lines of the DGRP into 95 crosses, obtaining F1 individuals that are heterozygous

themselves but all genetically identical within each cross, allowing us to obtain sex-

specific gene expression per each genotype, as required to detect sex bias eQTLs,

separately for heads and gonads. We use this dataset to run sex-specific eQTL anal-

yses, as well as eQTL analyses using sex bias as a phenotype to characterize the

tissue-specific patterns of sex bias in gene expression as well its regulatory variation.

While a few studies have characterized the eQTL variation underlying Drosophila

head expression (King et al., 2014; Pallares et al., 2023), to our knowledge, no study

to date has characterized the regulatory variation for gene expression in ovaries and

testes in Drosophila, which seems of particular importance given that this is the most

sexually-dimorphic tissue and that most sex expression differences in this species are

driven by the gonads (Parisi et al., 2003; Arbeitman et al., 2004; Lebo et al., 2009;

Catalán et al., 2012; Perry et al., 2014).

We find clear molecular signals of the difference in sexual dimorphism between

heads and gonads in terms of gene expression and its regulatory variation. On the

one hand, heads have lower sex bias in gene expression than gonads. Also, while

the sex bias distribution looks symmetrical in the heads, it is female-skewed in the

gonads (Figure 1B,C), indicating higher female-expression for those genes expressed

in gonads of both sexes. A higher female-bias in expression, although it has been

found by some studies analyzing whole-body (Jiang & Machado, 2009) and head data

(Arbeitman et al., 2016) of Drosophila, is in contrast with higher male-biased gene

expression generally reported for this species (Ranz et al., 2003; Ellegren & Parsch,

2007; Pallares et al., 2023), mainly driven by testes. This qualitative difference in

the direction of sex bias that we observe might be due to the fact that we are only
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considering genes that are shared between ovaries and testes, a subset that is likely

enriched for constitutive genes. Indeed, there is evidence for female-overexpression

among genes with intermediate sex bias, while those with extreme sex bias tend to

be male-biased (Ranz et al., 2003), and likely drive the otherwise generally-observed

higher extent of male bias in Drosophila expression. In our analyses, we indeed find

more male- than female- strongly sex biased genes, but we consider them sex-specific

and disregard them for our analysis of the genetic variation underlying sex bias.

On the other hand, we find that heads have a more similar regulatory archi-

tecture across sexes, reflected in a higher sharing of eQTL associations between

sexes, as well as less associations for sex bias, relative to gonads (Figure 2A,B). We

characterize the modus operandi of eQTL associations generating variation for sex

bias and find evidence of sex-specific, sex-biased and sexually-antagonistic mutations

significantly associated with sex differences in expression. Associations generating

variation for sex bias by affecting expression in a sex-specific manner account for

about a third of sex bias associations in heads, and two thirds in gonads. Of those,

particularly in gonads, most are male-specific. This suggests that, although we find

more female- than male-biased genes in this tissue, much of the genetic variation

for sex differences in expression acts in a testes-specific manner. This is surprising,

since one would expect more power to detect regulatory associations with higher

phenotypic variation, and suggests real biological effects. An excess of male-specific

associations generating variation for sex bias in gonads suggests more positive se-

lection acting on testes expression while ovaries have a more constrained regulatory

architecture. This is consistent with previous observations of a higher turnover of

male-biased genes across species (Jiang & Machado, 2009), but also with increased

regulatory variation in the testes (Chapter 2 of this thesis), and with general evi-

dence for male-biased fitness effects of new mutations in Drosophila (Mallet et al.,

2011; Sharp & Agrawal, 2013).

We also detect some sex-biased and sexually-antagonistic associations leading to

variation for sex bias by affecting expression in the two sexes at different magnitudes

and directions, respectively, although those are very rare, as previous evidence sug-

gested (Meiklejohn et al., 2014; Oliva et al., 2020). Interestingly, we find that most

sexually-antagonistic associations we detect in gonads affect sex bias in one partic-

ular gene (FBgn0035590). A quick search for this gene indicates that it encodes

Tcs5, an atypical kinase involved in tRNAs modification, telomere and chromatin

dynamics (Flybase, Gramates et al., 2022). Apart from an association with longer

duration of greenness and photosynthetic capacity during grain-filling of its paralog
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in rice (Fu et al., 2011), not much is known about Tcs5.

Generally, we find that only a small proportion of the detected sex-specific as-

sociations are associated with sex bias (Figure 2A), and that genes associated with

sex differences in regulatory architecture are not more sex biased than genes with

shared regulatory architecture between sexes (Figure 4F,G), which is in line with

previous results that sex differences in regulatory architecture do not necessarily lead

to sex differences in expression (Dimas et al., 2012; Oliva et al., 2020), and further

motivates the explicit analysis of the variation underlying sex bias, in comparison

with sex-specific eQTL analyses.

In this regard, we detect a high proportion (64.6% in heads and 28.8% in go-

nads) of sex bias associations that are missed in sex-specific analysis, indicating

that a high proportion of the genetic variation underlying sex differences in expres-

sion consists of mutations with effect sizes that are subtle overall, but sufficiently

different between sexes to generate variation for sex differences in expression. We

are still working on a proper characterization of these ‘missed’ associations for sex

bias. Some predictions include that they have weaker effect sizes, for which we find

inconsistent preliminary evidence (Figure 3C,D), and that they might harbor more

sexually-antagonistic mutations, since those are expected to have low effect sizes

and potentially be missed in sex-specific analyses.

Also agreeing with previous results (Bhasin et al., 2008; Meiklejohn et al., 2014;

Porcu et al., 2022), we find that the proportion of cis-eQTL associations is higher for

those that are shared between sexes than for those that are not (Figure 3A,B). This

suggests a substantial role of trans-regulatory mechanisms driving most differences

in expression within species, and particularly in sex differences in gene expression,

as has previously been suggested (Williams & Carroll, 2009). However, our clas-

sification of eQTLs into cis- and trans-acting relies on a distance cutoff, assuming

that eQTLs that are physically close to the respective genes are enriched for cis-

acting mutations on promoters. The mechanistic definition of cis and trans-eQTLs,

however, relies on their mode of action: while cis-eQTLs affect the allele they are

linked with, trans-eQTLs modulate the expression of both gene copies in heterozy-

gous individuals (Wittkopp et al., 2004; Graze et al., 2009; Chapter 2 of this thesis).

The detection of mechanistic cis and trans mode of eQTL action thus relies on the

characterization of allelic imbalances in hybrid expression. We implemented this

approach using crosses between a subset of DGRP lines in the Chapter 2 of this
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thesis to find substantial cis and trans regulatory variation in heads and gonads of

both sexes. We are currently working on obtaining allele-specific expression data

to mechanistically validate that allele-specific bias in expression is higher amongst

transcripts we predict to be regulated by cis-eQTLs, as other studies have reported

(e.g. Massouras et al., 2012).

It is generally expected that the regulatory variation for sex bias in gene ex-

pression is fundamentally different between monomorphic and dimorphic tissues

(Williams & Carroll, 2009; Stewart et al., 2010). Concretely in Drosophila, there

is evidence for sex-specific development of sexually-dimorphic tissues to be down-

stream of the sex-determination cascade (Williams & Carroll, 2009; Rice et al.,

2018), an aspect that we will characterize in follow-up analyses. These results are in

line with our observation that regulatory architecture is tissue-specific (Figure 2C).

Also, while there is some evidence that the genetic variation generating differences

in expression between sexes is different from that generating variation for gene ex-

pression differences across tissues (Gordon & Ruvinsky, 2012; Oliva et al., 2020),

this is yet not well understood. We are working on testing this prediction with our

data. Concretely, we are characterizing the regulatory architecture underlying tissue

differences in expression via ‘tissue bias eQTLs’, where we run eQTL analyses using

tissue bias, as log
2
(gonad/head) gene expression per sex as phenotype. By compar-

ing tissue bias with sex bias eQTL associations we can get an idea of whether the

associations generating variation in gene expression differences between tissues are

the same generating variation in expression differences between tissues.

Also, we will compare our eQTL associations in heads and gonads to those found

for whole bodies in other DGRP studies (Huang et al., 2015, 2020; Everett et al.,

2020) to determine whether whole-body regulatory associations are enriched for

those identified in somatic or germline tissues.

We tested predictions on the general genetic architecture of sex biased gene ex-

pression. Concretely, a large body of literature on sex-specific adaptation generally

assumes that intersex correlation should constrain sexually-dimorphic evolution, and

that both should negatively correlate with one another, which is supported by gen-

eral empirical evidence of a negative covariance between intersex correlation and sex

differences across traits and species (e.g. Delph et al., 2004, 2010; Bonduriansky &

Rowe, 2005; McDaniel, 2005; Poissant et al., 2010), including gene expression in

Drosophila (Griffin et al., 2013), a pattern which, however, other studies failed to

97



Chapter 3

find (Cowley & Atchley, 1988; Chenoweth & Blows, 2003; Ashman & Majetic, 2006;

Leinonen et al., 2011, Chapter 1 of this thesis). Our results reflect this mixed evi-

dence (Figure 4): on the one hand, consistently with the predictions, we find that 1)

intersex correlation in expression is lower in heads than in gonads, reflecting a larger

between-sex decoupling in gene expression in the latter, and 2) a significant negative

correlation between intersex correlation and sex bias in heads. On the other hand,

we find that intersex correlation and sex bias significantly positively correlate with

one another in gonads, which is contrary to the general intuition and for which we

so far do not have a good explanation. However, we do generally find that intersex

correlation in expression is higher for genes with a shared regulatory architecture

between sexes, providing further evidence that the evolution of sex-specific gene

expression regulatory variation is one of the mechanisms to decouple genotype-to-

phenotype relationships between sexes (Williams & Carroll, 2009; Stewart et al.,

2010).

For the current version of this study we did not examine the genetic vs environ-

mental contribution to sex-specific variances and intersex covariance. We hope for

minimal environmental contribution to gene expression variation, as we performed

all crosses in very controlled experimental conditions. However, we are currently

working on the characterization of the heritable variation for gene expression across

lines, since it determines our ability to detect associated eQTLs, as well as the extent

of genetic and non-genetic expression covariance between sexes. Also, detecting the

amount of sex-specific genetic variance for gene expression will provide important

information on the selective forces acting on sex- and tissue-specific expression, as

well as its evolutionary potential.

We also characterized the pleiotropy of the variation underlying sex-specific as

well as sex bias in gene expression. We find evidence of pleiotropic associations, both

in terms of genes with many associated eQTLs (Figure S1), as well as trans-eQTLs

associated with expression of many genes (Figure S2). We are still working on the

detection of potential regulatory and functional clusters within genes with similar

eQTL regulation, as well as the characterization of those “super” trans-eQTLs.

Three other aspects are still ongoing work. The first one is conceptually relevant,

and involves running eQTL analyses detecting sex-by-genotype interactions. While

this is a better approach to the comparison between sex-specific analyses, it has

not been extensively used in the characterization of sex differences in the regulatory

variation underlying gene expression or phenotypic variation in general (but see
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e.g. Dimas et al., 2012; Shen et al., 2019; Oliva et al., 2020 for gene expression

and Hoffman et al., 2014; Winkler et al., 2015; Awotoye et al., 2022; Eissman

et al., 2022). This might be due to the fact that this approach, similarly to the

detection of sex bias eQTLs that we propose, ideally requires sex-specific expression

of each genotype which, as discussed, is generally only available for inbred lines.

Studies using this approach with data from outbred populations require accounting

for the fact that female and male data points have different genetic backgrounds and

reduces their power to detect relevant variation within populations, limiting their

scope to analyses across populations or clusters of genetically-related individuals

(e.g. Dimas et al., 2012). Our dataset of sex-specific gene expression in single

genotypes circumvents these caveats and therefore offers a good opportunity to

explore this approach to study sex-by-genotype interactions within a population.

We are currently working on running sex-by-genotype interaction models, which we

will compare to our sex bias eQTL analyses. We expect that both types of analyses

will detect similar signals of the regulatory variation underlying sex differences in

expression – but an explicit test of this predition is still to come.

The second aspect is more technical, and involves correcting the expression data

for a series of covariates. Indeed, GWAS are sensitive to any type of structure in the

data (Price et al., 2006, 2010), and so eliminating variation driven by confounding

covariates is a necessary step prior to the analysis, which we have not implemented

yet. Previous studies have characterized the genetic structure within the DGRP

lines (Huang et al., 2014). Concretely, they report some sort of population struc-

ture (systematic ancestry differences between groups of lines, potentially associated

with expression phenotypes) among DGRP lines. Also, these lines present 16 ma-

jor segregating inversions (Figures S4-S6), which have been shown to correlate with

genome size, be the major drivers of population structure and, long-range link-

age disequilibrium and be associated with various traits, including gene expression

(Huang et al., 2014, 2015). Besides these biological covariates, PCA on the expres-

sion data suggests that it might present some stratification based on experimental

variables, most notably sequencing library and replicate. We are currently working

on finding the best strategy to correct our expression data for these covariates and

for now analyzing their patterns of variation with a grain of salt, aware that some

of these might change after the correction step has been incorporated.

Third, we have so far jointly analyzed sex-specific and sex bias eQTL results by

comparing the significant associations across analyses, where significance has been
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determined following an arbitrary threshold of FDR < 0.05. While this is the most

commonly-used strategy, it is suboptimal because significance thresholds depend

on power, which differs across analyses, and ignores more subtle effects. Instead, a

better approach consists on directly comparing the effect sizes of each association, to-

gether with their significance, across analyses, a strategy that has been implemented

in softwares like mash (Urbut et al., 2019). We are going to use this approach to

jointly analyze the eQTL associations for sex-specific gene expression, sex bias and

sex-by-genotype interactions to get a more accurate picture of the regulatory varia-

tion underlying sex differences in expression, and how it operates by affecting gene

expression in the two sexes, also considering subtle effects.

In general, our current results, together with the ongoing analyses, will provide

an in-depth characterization of the regulatory variation underlying sex differences

in gene expression by comparing the outcomes of sex-specific as well as sex bias

in gene expression, in heads and gonads, two tissues with marked differences in

phenotypic sexual dimorphism. Overall, this provides important insight into the

genetic architecture of phenotypic sex differences (Porcu et al., 2022), which is the

first step towards a deeper understanding of the selective forces and evolutionary

dynamics driving sexual dimorphism evolution.
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Chapter 4

When and why should we expect a negative

correlation between intersex correlation and sexual

dimorphism?

Gemma Puixeu and Laura Hayward

Abstract

That a high genetic correlation between the sexes (rfm) constrains the evo-

lution of sexual dimorphism and that they should negatively correlate with one

another are assumptions commonly made in the field of sex-specific adapta-

tion. While these assumptions are supported by some empirical observations

of a general negative relationship between the two, we lack mechanistic un-

derstanding of why and when this should occur. Concretely, two hypotheses

are often proposed to explain this pattern: first, that traits with ancestrally

low rfm are less constrained in their ability to respond to sex-specific selec-

tion and thus evolve to be more dimorphic; second, that sex-specific selection

acts to reduce the rfm. However, no model to date has formalized these hy-

potheses and tested the conditions in which they should hold. Here, we define

models of sex-specific stabilizing selection, mutation and drift to explore var-

ious scenarios potentially leading to a negative correlation between intersex

correlation and sexual dimorphism, with special focus on testing the common

hypotheses.

We recover the classical result that rfm and expected sexual dimorphism are

independent at equilibrium. However, we also put forward and demonstrate

the novel hypothesis that, even at equilibrium, genetic drift can generate a

negative association between the two. In addition, we illustrate that these

two common hypotheses only imply a negative association if three additional

assumptions are made. Specifically, that 1) some traits are sex-specifically

adapting under directional selection, 2) that this sex-specific adaptation is

more commonly divergent than convergent and 3) that some subset of traits

have a non-infinitesimal genetic architecture.

These results provide, to our knowledge, the first mechanistic account of var-

ious scenarios potentially leading to a negative correlation between intersex

correlation and sexual dimorphism. Also, they give intuition for why this

pattern is found only inconsistently in nature.



Chapter 4

1 Introduction

That a high correlation between the sexes (rfm) constrains the evolution of sexual

dimorphism and that both should negatively correlate with one another are common

assumptions in the field of sex-specific adaptation (Fisher, 1958, Chapter 6), (Lande,

1980, 1987; Bonduriansky & Rowe, 2005; Stewart et al., 2010). These assumptions

are supported by general evidence that traits that are more sexually dimorphic

have lower rfm values which, although far from universal (Cowley & Atchley, 1988;

Chenoweth & Blows, 2003; Ashman & Majetic, 2006; Leinonen et al., 2011; Puixeu

et al., 2019 – Chapter 1 of this thesis), has been described across traits and species

(e.g. Preziosi & Roff, 1998; Delph et al., 2004, 2010; Bonduriansky & Rowe, 2005;

McDaniel, 2005; Poissant et al., 2010).

Two hypotheses are most commonly proposed as potential explanations for this

pattern (stated in e.g. Bonduriansky & Rowe, 2005; Griffin et al., 2013; Stewart &

Rice, 2018; McGlothlin et al., 2019): first, that traits with ancestrally low rfm are

less constrained in their ability to respond to sex-specific selection and thus evolve to

be more dimorphic (as discussed in, for example, Bolnick & Doebeli, 2003; Poissant

et al., 2010; Stewart et al., 2010); second, that sex-specific selection acts to reduce

the rfm (Lande, 1980; Bonduriansky & Rowe, 2005; Bonduriansky & Chenoweth,

2009; McGlothlin et al., 2019).

In line with the first hypothesis is the idea that sexual dimorphism will eas-

ily (hardly) evolve for traits with a low (high) intersex correlation (Stewart et al.,

2010; Stewart & Rice, 2018). The potential for a high intersex correlation to pose a

long-term constraint on the evolution of sex differences has been illustrated by some

artificial selection experiments (Harrison, 1953; Reeve & Fairbairn, 1996; Stewart

& Rice, 2018). Most notably, Stewart and Rice (2018) observe a minimal change

in sexual dimorphism in fly body size after as many as 250 generations of selec-

tion for sexual dimoprhism. However, multiple studies have also provided evidence

for fast, seemingly unconstrained, sexual dimorphism evolution (Frankham, 1968a,

1968b; Bird & Schaffer, 1972; Eisen & Hanrahan, 1972; Zwaan et al., 2008; Delph

et al., 2011). For example, Bird and Schaffer (1972) selected fruit flies for sexual

dimorphism on wing size and found a significant change in sex differences after only

15 generations. Such qualitative differences in outcomes are usually attributed to

differences in genetic architecture: traits with a high (low) intersex correlation will

easily (hardly) decouple between the sexes (Stewart et al., 2010).

This prediction is well-supported by models of sex-specific adaptation of quanti-
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tative traits, first formulated by Lande (1980), who showed that intersex correlation

determines the rate of sexually-dimorphic adaptation. Nevertheless, from the same

models, it follows that as long as intersex correlation is imperfect (rfm < 1) and

given enough time, sexual conflict will be fully resolved. This suggests that, while

rfm poses a quantitative constraint on sex-specific adaptation, it is not predictive of

the extent of sexual dimorphism eventually achieved. Most 2-sex models of this pro-

cess (e.g. Lande, 1980; Cheverud et al., 1985) have assumed an infinitesimal genetic

architecture, which ignores individual loci and assumes that genic (co)variances re-

main constant over time (Lande, 1976; Barton et al., 2017). However, we know

that considering different genetic architectures can lead to qualitatively different

results (as discussed in e.g. Rhen, 2000; Reeve & Fairbairn, 2001). For example,

in single-locus (or generally genetic variance-limited) models of sexual antagonism,

sexual conflict is not resolved (Kidwell et al., 1977; Rice, 1984; Rhen, 2000; Morrow

& Connallon, 2013), and more realistic models considering polygenic genetic archi-

tectures (Reeve & Fairbairn, 2001; Muralidhar & Coop, 2023) involve changes in

genetic (co)variances over time, and thus display phenotypic dynamics that deviate

from the infinitesimal predictions.

The second hypothesis states that a negative relationship between intersex cor-

relation and sex differences arises because sex-specific selection favors genetic mod-

ifications that reduce the intersex covariance, which allow sex-specific adaptation

(Lande, 1980, 1987; Bonduriansky & Rowe, 2005; Bonduriansky & Chenoweth,

2009; McGlothlin et al., 2019). Indeed, according to the standard picture of sexual

dimorphism evolution (as discussed in e.g. Rice & Chippindale, 2001; Bonduriansky

& Rowe, 2005; Cox & Calsbeek, 2009; Morrow, 2015), an initially monomorphic trait

that becomes subject to sex-specific selection will decouple between sexes, allowing

sex-specific means to approach their optima and resolve sexual conflict. The idea

that this process involves a decrease in intersex correlation traces back to Lande

(1980), who, as had Fisher (1958, Chapter 6), suggested that genes with sex-limited

effects would accumulate over time leading to the prediction that rfm will decrease

as sexual dimorphism evolves. However, neither author presented a mathematical

justification for this suggestion. Instead, it seems to be based on an intuition of

how the intersex correlations should evolve, potentially implying the evolution of

sex-specific modifiers, and generally an evolving genetic architecture (Bonduriansky

& Rowe, 2005), allowing for a stable, long-term reduction in intersex correlation

(Bonduriansky & Rowe, 2005; Williams & Carroll, 2009; Stewart et al., 2010). Nev-
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ertheless, the evolution of genetic architecture, in general and particularly for sexual

dimorphism, is likely to be a very slow process (Williams & Carroll, 2009; Stewart

et al., 2010), and is probably not occurring within the scope of shorter-term evolu-

tionary processes, including most artificial selection experiments cited above, where

phenotypes evolve without major changes in the genetic architecture.

In spite of these predictions for scenarios leading to a negative correlation be-

tween intersex correlation and sexual dimorphism, we have no good understanding

of the underlying mechanisms and the assumptions they require – which defines the

main motivation of the current study.

We formulate a model of sex-specific stabilizing selection, mutation and drift (a

2-sex extension of Hayward & Sella, 2022), which is a common regime in sex-specific

adaptation (Prasad et al., 2007; Abbott et al., 2010; Stulp et al., 2012; Sanjak et al.,

2018), and analyze the dynamics of sexually-concordant and sexually-dimorphic evo-

lution after a shift in sex-specific optima, while keeping track of intersex correlation

over time. Given that the dynamics seem to strongly depend on the assumptions on

the genetic architecture, we compare the predictions of the deterministic infinites-

imal model with the evolutionary outcomes of simulations considering two types

of highly polygenic architectures, which we consider non-evolving (i.e. we are not

considering modifier loci leading to stable decreases in intersex covariances): an

approximately infinitesimal architecture, where all contributing alleles have small

effect sizes and do not experience substantial changes in frequency under direc-

tional selection, and a less infinitesimal architecture with a significant proportion of

large-effect mutations, which seems to be the genetic architecture underlying most

complex traits, as suggested by numerous GWAS (e.g. Wood et al., 2014; Locke et

al., 2015; Simons et al., 2018).

We find that, consistent with Lande (1980)’s classical result, at equilibrium un-

der stabilizing selection intersex correlation is independent of expected sexual di-

morphism. However, we also show that drift can generate a negative covariance

between intersex correlation at equilibrium, which represents a novel mechanism

with the potential to generate this pattern.

By considering the transient phase of adaptation to new sex-specific optima (dur-

ing which directional selection acts), we test the two hypotheses commonly used to

explain the existence of a negative association between rfm and sexual dimorphism.

In line with the first hypothesis, that an initially low intersex correlation allows for
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more dimorphism evolution, is the previously-obtained result that intersex correla-

tion determines the rate of sexually-dimorphic adaptation. Supporting the second

hypothesis that evolution of sex differences drives a decrease in intersex correlation

and agreeing with results by Reeve and Fairbairn (2001), we find that, when ge-

netic architecture is not approximately infinitesimal, there is a transient decrease in

sex-specific variances leading to a temporary decrease in intersex correlation with

sexually-dimorphic evolution under directional selection. However, since the results

for both hypotheses hold for divergent as well as convergent evolution (adaptation

to a shift in sex-specific trait optima where they move further apart and closer to-

gether, respectively), their contribution to the generation of a qualitative negative

association between intersex correlation and sexual dimorphism requires the addi-

tional assumption that sex-specific adaptation is more commonly divergent than

convergent.

Altogether, our results provide, to our knowledge, the first account of various

mechanisms which can contribute to generating a negative correlation between inter-

sex correlation and sexual dimorphism. They allow us to formalize and contextualize

common intuitions in the field, as well as clearly state the assumptions and mecha-

nisms that underlie common hypotheses, thereby providing a better understanding

of the mechanisms potentially leading to empirical observations.

2 Methods

2.1 The model

We define a 2-sex extension of the standard model for the evolution of a highly

polygenic, quantitative trait under stabilizing selection (S. Wright, 1935; Simons et

al., 2018; Hayward & Sella, 2022). Assuming an additive model, an individual’s

phenotypic value follows from its genotype (Lynch & Walsh, 1998), and is given, for

females (zf ) and males (zm), by

zf =
L∑︂

i=1

2ai,f + ϵf ; zm =
L∑︂

i=1

2ai,m + ϵm. (1)

The first term is the genetic contribution, given by the sum of the sex-specific

phenotypic effects (ai,f and ai,m) inherited from both parents across L sites. The

second term is the sex-specific environmental contribution, which we take to be

normally distributed and independent of the genetic contribution (ϵα ∼ N(0, VEα)
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for α = f,m).

Stabilizing selection is modelled via sex-specific Gaussian fitness functions, where

fitness declines with distance from sex-specific optima (Of , Om):

Wf (zf ) = Exp

[︃

−
γ2
f (zf −Of )2

VS

]︃

; Wm(zm) = Exp

[︃

−γ2
m(zm −Om)2

VS

]︃

. (2)

Here, 1/VS determines the overall strength of stabilizing selection; γf and γm

modulate the proportion of selection that acts on each sex, and satisfy γ2
f + γ2

m =

1. We assume that neither sex is evolving neutrally, so the sex-specific selection

strengths, 1/VS,f ≡ 2γ2
f/VS and 1/VS,m ≡ 2γ2

m/VS, are nonzero (ie., γf , γm > 0). We

choose to parametrize the problem in terms of γf , γm and VS instead of VS,f , VS,m

because it allows us to separate the overall strength of selection and the propor-

tion that acts on each sex; however, replacing them with VS,f , VS,m recovers the

parametrization used in previous studies (e.g. Lande, 1980). Since the sex-specific

additive environmental contributions to phenotypic variation can be absorbed into

VS,f , VS,m (by replacing them with V ′

S,f = VS,f + Vϵ,f ;V ′

S,m = VS,m + Vϵ,m, Turelli,

1984), we consider only the genetic contributions.

The population evolves according to the standard model of a diploid, panmictic

population of constant size N , with non-overlapping generations. Exactly half of

individuals are female and half male and, each generation, mothers and fathers are

randomly chosen to reproduce with probabilities proportional to their fitness (via

Wright-Fisher sampling with fertility selection). This is followed by mutation, free

recombination and Mendelian segregation. We use the infinite sites approximation,

which is accurate provided that the per site mutation rate, u, is sufficiently low

so that very few sites are hit by mutation more than once over relevant timescales

(Nu ≪1), so loci are only rarely more than bi-allelic. Consequently, we sample the

number of new mutations per gamete per generation from a Poisson distribution

with mean U = Lu.

The sex-specific effect sizes of incoming mutations, af and am, are obtained as

follows: we draw the overall scaled strength of stabilizing selection of the allele

(2Nse) from an exponential distribution with different averages (see below), and we

determine the fraction of stabilizing selection that acts on the allele via females from

a second distribution (details will be provided in Section 3.1.1.1). The sex-specific

effect sizes follow from these two quantities (using Equation 16 in Section 3.1.1.1).
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For each mutation, we assume there is an equal probability of its being positive or

negative (increasing or decreasing the trait value). In Table 1 we provide a summary

of all notation used.

2.2 Parameter ranges and choice of units

We examine the genetic and phenotypic dynamics of a 2-sex population adapting

to changes in sex-specific optima. We follow previous studies (Simons et al., 2018;

Hayward & Sella, 2022) in defining the working parameter ranges to ensure that the

conditions assumed by the analytic framework hold.

We assume that the trait is highly polygenic (2NU ≫ 1) and subject to substan-

tial but not catastrophically strong stabilizing selection. We further assume that the

distance between the optimum phenotype in females (Of ) and that in males (Of )

is not massive relative the width of the fitness function (|Of − Om| ⪅ 0.5
√
VS; see

Section 3 in Supplementary Material). Under these assumptions, the phenotypic

distribution at stabilizing selection-mutation-drift balance is symmetric, with sex-

specific mean phenotypes exhibiting small, rapid fluctuations around the respective

optima with variance δ2 = VS

2N
(Bürger & Lande, 1994); the phenotypic variance is

greater than these fluctuations VA ≫ δ2, but substantially smaller than the width

of the fitness function VA ≪ VS.

After ensuring that the population is at equilibrium under mutation-selection-

drift balance, we sometimes apply a shift in sex-specific optima Λf ,Λm. We assume

that the magnitude of the shift is larger than the random fluctuations of the sex-

specific trait means (|Λf |, |Λm| > δ), but smaller than, or on the order of, the width

of the fitness function (|Λf |, |Λm| ⪅
√
VS). We tested the limits to the shift size: for

Λf ,Λm ⪅ 0.5
√
VS the above assumption is attained and the analytics approximate

well the phenotypic variation after the shift in the extreme case with symmetric

sex-specific selection and completely shared genetic architecture between the sexes

(see Section 3 in Supplementary Material).

We work in units of δ, the typical deviation of the population mean from the

optimum at equilibration. Working in these units (by setting VS = 2N so that

δ2 = VS

2N
= 1) makes our results invariant with respect to changing the population

size, N , stabilizing selection parameter, VS, mutational input per generation, 2NU ,

and distributions of incoming effects, g(a).
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2.3 Simulations

In order to simulate the model efficiently, we make two additional simplifying as-

sumptions. First, we assume that alleles are in linkage equilibrium, which allows us

to simulate the evolution of the population by tracking only the list of segregating

alleles in the population, rather than individuals. Second, we assume that allele

frequency differences between sexes after selection are negligible (i.e., xf = xm = x

so alleles are at Hardy-Weinberg equilibrium). This assumption allows us to track

only average frequencies of alleles, rather than sex-specific frequencies, as does our

analytical framework, and holds because we consider that selection is weak. Previ-

ous studies have shown that sexually-antagonistic selection can lead to considerable

differences in allele frequencies between the sexes, where balancing selection con-

tributes to the maintenance of substantial genetic variation (Kidwell et al., 1977;

Rice, 1984; Morrow & Connallon, 2013; Connallon & Clark, 2014a). However, this

requires very strong selection, beyond the range we consider in this study, and also

beyond what is likely to apply to most traits. Besides the Wright-Fisher Hardy-

Weinberg simulations, we however wrote various other types of simulations with

different simplifying assumptions and computational tractability to explicitly test

that all assumptions required by the analytical framework are met by our simula-

tions.1 In all simulations, unless explicitly stated otherwise, we let populations burn

in for a period of 10N generations to ensure they attain mutation-selection-drift

balance, before applying the shift in optima. We display averages and standard

errors of the means (SEM) across 200 replicates.2

Throughout we run simulations assuming a highly polygenic trait (2NU ≫ 1),

but in two different parameter regimes, with genetic architectures that differ in such

a way as to affect simulation results qualitatively. In the first parameter regime,

simulation results are well-approximated by the infinitesimal model, which assumes

1These include: first, exact simulations, where we keep track of all individuals and the mutations
they carry along time. We defined two types of exact simulations: i) with fertility selection, where
parents of the new generation are selected based on their fitness, realizing the full model described
above, and ii) with viability selection, where we accept or reject offspring generated from randomly-
selected parents based on their fitness. In the second type of simulations, we track sex-specific allele
frequencies rather than individuals, and update them according to the Wright-Fisher process,
assuming linkage equilibrium. The third type of simulations, used for the results, additionally
assumes Hardy-Weinberg equilibrium, meaning that the allele frequency differences between sexes
after selection are negligible (xf = xm = x), so we only track overall allele frequencies. Besides the
2-sex simulations, we also defined 1-sex versions of each type of simulations, to make sure that our
results match those of previous studies using a 1-sex version of our framework (Hayward & Sella,
2022).

2This is the default scheme for all simulations presented in the results; variations to this are
clearly stated in reference to the relevant figure.
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that the trait is underlied by an infinite number of alleles, each with an infinitesimal

effect size (Barton et al., 2017). For our modest shifts in optima, this will be the

case when most mutations have fairly small effect sizes (2Nse < 4; corresponding to

the Lande case in Hayward & Sella, 2022). The second parameter regime, while still

highly polygenic, has a significant contribution to trait variation from larger effect

alleles (with 2Nse > 4) and displays deviations from infinitesimal behaviour when

subject to directional selection (the Non-Lande case in Hayward & Sella, 2022).

We henceforth refer to these two types of genetic architecture as ‘approximately

infinitesimal’ and ‘multigenic’, respectively.

To simulate traits with different degrees of intersex correlation, we relied on pre-

vious studies, which typically reduce the very complex regulatory genetic architec-

ture of sex-specific trait expression into the consideration of shared and sex-specific

mutations (Rhen, 2000; Reeve & Fairbairn, 2001; Bolnick & Doebeli, 2003). In this

case, we assume there is a proportion, p ≡ r ·2/(1+r) (where we specify 0 ≤ r ≤ 1),

of shared mutations with equal effect sizes in males and females (af = am), and the

remaining 1 − p are sex-specific, out of which half are female-specific (am = 0) and

half are male-specific (af = 0). For each mutation, there is an equal probability

of its increasing the trait or decreasing the trait. This choice of trait architecture

is extremely convenient because it gives us direct control over rfm, as the intersex

correlation exactly corresponds to the parameter r (E[rfm] = r; see Section 3.1.1.2

for details). It is worth noting, however, that our analytic results do not rely on this

simplification.

Below we provide a summary of the parameter values used in the simulations:

• In all simulations the population size is N = 1, 000 and we take γ2
f = γ2

m =

1/2, so that the strength of stabilizing selection is the same in both sexes

(VS,f = VS,m = VS).

• In all simulations (except for Figure 1) we consider an overall genetic variance

of VA = 40.

• In order to illustrate the approximately infinitesimal and multigenic architec-

tures, we consider different combinations of mutation rate U and average effect

size E(a2), sampled from an exponential distribution, yielding the same overall

variance at equilibrium before the shift:

– Approximately infinitesimal architecture: E(a2) = 1 and U = 0.0134

– Multigenic architecture: E(a2) = 16 and U = 0.0047
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• We run simulations with various E[rfm] values (parametrized by r), to il-

lustrate the evolutionary outcomes with various genetic correlations between

sexes. These correspond to r = 0.33, 0.67 and 0.90.

• We implement shifts in sex-specific means of concrete sizes. These correspond

to 0.15
√
VS (small), 0.25

√
VS (medium) and 0.5

√
VS (large). These magnitudes

are within the limits of the shift size for our analytical approximations to work

(tested in Section 3 of the Supplementary Material). Relative to standard error

of the phenotypic distribution (considering VA = 40), the three shift sizes

correspond to: 1.06
√
VA (small), 1.77

√
VA (medium) and 3.54

√
VA (large).

2.4 Empirical calculation of sex-specific variances, intersex

covariance and intersex correlation

Empirical sex-specific variances (V e
A,f and V e

A,m) can easily be computed as the vari-

ance across all individuals of each sex in the population. Under our assumptions

of linkage equilibrium and an additive trait with no environmental contribution,

they should correspond to the sex-specific genic variances, which are sum of the

contributions to variance of all alleles in each sex:

VA,f =
L∑︂

i

2a2i,fxi(1 − xi); VA,m =
L∑︂

i

2a2i,mxi(1 − xi). (3)

Similarly, under our assumptions, the intersex covariance, B, is given by the contri-

butions to covariance of all alleles

B =
L∑︂

i

2ai,fai,mxi(1 − xi); (4)

and the intersex correlation is given by

rfm =
B

√︁
VA,fVA,m

. (5)

Technically, the intersex covariance, B, and correlation, rfm, are defined as the

covariance and correlation between allelic effects if they were to be expressed in both

sexes at the same time. Since genotypes are never expressed simultaneously in both

a female and male (except in the case of heavily inbred populations), the empirical
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calculations of intersex covariance and correlation relies on phenotypic similarity

between relatives. In this study, we use a parent-to-offspring regression to calculate

empirical intersex correlation (Lynch & Walsh, 1998; as in e.g. Bonduriansky &

Rowe, 2005) as:

refm =

√︄

h2
MSh

2
FD

h2
MDh

2
FS

, (6)

where h2 represents heritability, calculated as twice the offspring-to-parent pheno-

typic regression coefficient, for mother-son (MS), father-daughter (FD), mother-

daughter (MD) and father-son (FS). We compute empirical between-sex covariance

from empirical sex-specific variances and empirical intersex correlation as

Be =

√︁
V e
A,fV

e
A,m

refm
. (7)

As we are tracking allele frequencies we can use Equations 3, 4 and 5 to compute

sex-specific variances, intersex covariance and intersex correlation for our results;

however, the empirical estimates would be required to compute such quantities from

genotypes and phenotypic values for individuals in a population rather than allele

frequencies, which would be the case for natural populations as well as from exact

simulations, where we are tracking all mutations carried by each individual.

3 Results

In the present study, we examine the relationship between intersex correlation (de-

fined in Section 2.4 above) and sexual dimorphism, defined as the difference between

sex-specific trait means: SD = z̄f − z̄m (where sex-specific trait means can be cal-

culated by summing the allelic contributions to the mean z̄f =
∑︁L

i 2ai,fxi and

z̄m =
∑︁L

i 2ai,mxi). We predict the circumstances under which one should expect a

negative correlation between the two, a pattern which, although often observed in

empirical studies, we currently lack a mechanistic understanding of. To this end,

we characterize the phenotypic and allelic dynamics of a population at equilibrium

under sex-specific stabilizing selection, mutation and drift. In section 3.1, we de-

scribe the implications for the equilibrium relationship between intersex correlation

and sexual dimorphism. Then, in Section 3.2, we examine two common hypotheses

for the relationship between intersex correlation and sexual dimorphism. In order

to do so, we explore the allelic and phenotypic response of a population (initially at
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equilibrium) to a change in sex-specific optima. We consider how these two common

hypotheses are affected by assumptions made regarding 1) the genetic architecture

of the trait (i.e. if the trait is approximately infinitesimal or multigenic), which we

consider non-evolving, and 2) whether adaptation is sexually-concordant (i.e, the

mean trait optimum across both sexes changes) or sexually-antagonistic (i.e, the

distance between sex-specific optima changes).

Throughout our analysis we rely on the fact that allele dynamics, both in and

out of equilibrium (and under the continuous time approximation), can be described

in terms of the first two moments of change in frequency in a single generation. The

first moment, which, for an allele segregating at frequency x with effect sizes af and

am in females and males, respectively, is calculated by averaging the fitness of the

three genotypes over genetic backgrounds, and is given by

E[∆x] =

(︃
afDfγ

2
f

VS

+
amDmγ

2
m

VS

)︃

x(1 − x)

⏞ ⏟⏟ ⏞

Directional selection

−
(︃
a2fγ

2
f

VS

+
a2mγ

2
m

VS

)︃

x(1 − x) (1/2 − x)

⏞ ⏟⏟ ⏞

Stabilizing selection

,

(8)

where Df ≡ Of − z̄f and Dm ≡ Om− z̄m are the distances of sex-specific trait means

from their respective optima (Equation 8 is derived in Section 1 of Supplementary

Material). The second moment is the standard drift term

V [∆x] ≈ x(1 − x)

2N
. (9)

The two terms in Equation 8 reflect two selection modes. The first corresponds to

directional selection which, within each sex, acts to increase (decrease) the frequency

of those alleles which move the mean phenotype of that sex closer to (further away

from) its optimum; its effect becomes weaker as the sex-specific distance to the

optima, Df , Dm, decrease. The second term corresponds to stabilizing selection,

which acts to decrease alleles’ contributions to phenotypic variance by reducing

minor allele frequencies (MAFs); it weakens as the MAF approaches 1/2. Replacing,

VS,f = VS/(2γ2
f ) and VS,m = VS/(2γ2

m) gives the sex-specific strengths of stabilizing

selection.
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3.1 The relationship between rfm and sexual dimorphism at

equilibrium

3.1.1 At equilibrium, expected sexual dimorphism and intersex correla-

tion are independent of each other

Under our assumption of an infinite sites model, and provided that at least some

incoming mutations have different effects in the two sexes (i.e. af ̸= am for some

alleles), directional selection will eventually drive the expected sex-specific means to

their respective optima (Figure 1A). Thus at equilibrium

E[SD] = E[z̄f ] − E[z̄m] = Of −Om. (10)

Clearly, the expression for E[SD] does not depend on intersex correlation. To estab-

lish that expected equilibrium intersex correlation and expected sexual dimorphism

are independent, it remains to derive an expression for expected rfm at equilibrium

and show that it does not depend on trait optima or trait means. In order to do

this, we introduce a useful way to parameterize sex-specific allele effects.

3.1.1.1 Parameritization of sex-specific allele effects At equilibrium, Df =

Dm = 0 in expectation and only the stabilizing selection term in Equation 8 is

relevant:

Eeq[∆x] = − a2

VS

x(1 − x) (1/2 − x) , (11)

where we define a > 0 to be the total phenotypic magnitude with

a2 ≡ a2fγ
2
f + a2mγ

2
m. (12)

It follows from Equation 11, that allele dynamics at equilibrium depend only on the

scaled selection coefficient given by

2Nse ≡ 2Na2/VS = a2/δ2 = a2, (13)

where the last equality follows from the fact that we are working in units of δ

(VS = 2N). Consequently, dynamics at equilibrium are independent of mean trait

values and therefore of the level of sexual dimorphism.

Although allele frequency distributions at equilibrium depend only on the overall

strength of selection on alleles (captured by a2), the intersex correlation depends on

whether stabilizing selection is stronger when the allele is present in a female or
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when it is present in a male; which we parametrize in terms of an angle, ϕa. This

angle directly determines the fraction of stabilizing selection on an allele that acts

via females (cos2(ϕa)) and via males (sin2(ϕa)) and corresponds to:

cos2(ϕa) =
a2fγ

2
f

a2
and sin2(ϕa) =

a2mγ
2
m

a2
(with cos(ϕa)

2 + sin(ϕa)
2 = 1). (14)

Parameterizing allele effects in terms of the allele magnitude a, and the angle, ϕa

(rather than the sex specific effects af and am), we can re-write the expected change

in frequency at equilibrium under stabilizing selection (Equation 11) as

Eeq[∆x] = − a2

Vs
⏞⏟⏟⏞

total strength
of selection

⎡

⎢
⎢
⎣

cos2(ϕa)
⏞ ⏟⏟ ⏞

fraction selection
via females

+ sin2(ϕa)
⏞ ⏟⏟ ⏞

fraction selection
via males

⎤

⎥
⎥
⎦
x(1 − x)(1/2 − x). (15)

We have chosen this parameterization because the distribution of allele magni-

tudes, g(a), directly determines whether the genetic architecture is approximately

infinitesimal or multigenic and, as we will soon demonstrate, the distribution of an-

gles, h(ϕa), determines the intersex correlation. However, (using γf and γm) it is

easy to recover the sex-specific effects from a and ϕa:

af =
a cos(ϕa)

γf
and am =

a sin(ϕa)

γm
. (16)

Crucially, our analysis relies on the assumption that a and ϕa are independent,

meaning that large-effect mutations are as likely to be female-biased as male-biased.

3.1.1.2 The intersex correlation at equilibrium In order to characterize the

intersex correlation we need to calculate the 2nd central moments of the phenotypic

distribution (VA,f , VA,m and B defined in Equations 3 and 4). To do so, it is useful

to define a total genetic variance which depends on alleles’ total magnitudes (as

defined in Equation 12):

VA,T ≡
L∑︂

i

2a2ixi(1 − xi). (17)

Since Equation 11 for the expected change in frequency is identical to the single-sex

case for an allele with magnitude a, the total variance is equal to the genic variance
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in the single-sex case and is given by

VA,T = 2NU ·
∫︂

∞

0

v(a)g(a)da, (18)

where g(a) is the distribution of incoming effect magnitudes, v(a) = 4a · D+ (a/2)

and D+ is the Dawson function (Hayward & Sella, 2022).

In Supplementary Section 2, we show that one can compute the expressions for

sex-specific variances and covariance (relative to VA,T ) at equilibrium under stabi-

lizing selection-mutation-drift balance as integrals over the distribution of angles,

h(ϕa),

VA,f

VA,T

=
1

γ2
f

∫︂ 2π

0

cos(ϕa)
2 h(ϕa) dϕa;

VA,m

VA,T

=
1

γ2
m

∫︂ 2π

0

sin(ϕa)
2 h(ϕa) dϕa

B

VA,T

=
1

γfγm

∫︂ 2π

0

cos(ϕa)sin(ϕa) h(ϕa) dϕa. (19)

The expressions in Equation 19 can be combined to obtain the intersex correlation,

yielding

rfm =

∫︁
cos(ϕa)sin(ϕa) h(ϕa) dϕa

√︂
∫︁
cos(ϕa)2 h(ϕa) dϕa ·

∫︁
sin(ϕa)2 h(ϕa) dϕa

. (20)

It is immediate from Equation 20, that the intersex correlation at equilibrium is

independent of trait means and trait optima and therefore does not depend on

the expected level of sexual dimorphism, a classical result first discussed by Lande

(1980). In addition, Equation 20 shows that rfm at equilibrium depends only on

the fraction of stabilizing selection acting on alleles via females (or males), which is

determined by the distribution of angles h(ϕa). Since

tan(ϕa) =
am
af

· γf
γm

, (21)

it is apparent that the parameter ϕa depends both on the ratio of alleles’ sex-specific

mutational effects (i.e., af/am) and on the ratio of the strength of stabilizing selection

in the two sexes (i.e. γf/γm). Thus Equation 20 demonstrates that the presence

of sexually-antagonistic variation (i.e., rfm < 1) can arise from both sex-specific

mutation (af ̸= am) and sex-specific stabilizing selection (γf ̸= γm), confirming the

findings of other studies (e.g. Connallon & Clark, 2014b).

As mentioned in Section 2.3, in simulations we use a specific, highly simplified

distribution of angles, hr(ϕa) parameterized by 0 ≤ r ≤ 1. In particular, we assumed
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a proportion, p ≡ r · 2/(1 + r) of mutations have equal effect sizes in the two sexes

(af = am and ϕa = π/4 or 5π/4), and a proportion 1 − p of mutations are sex-

specific, out of which half are female-specific (am = 0 and ϕa = 0 or π) and half

are male-specific (af = 0 and ϕa = π/2 or 3π/2). For each mutation, there is an

equal probability of its increasing the trait (i.e, ϕa = 0, π/4 or π/2) or decreasing

the trait (i.e., ϕa = π, 5π/4 or 3π/2). This choice of h(ϕa) is convenient because it

provides a simple way to control rfm: direct computation using Equation 20 yields

E[rfm] = r. Nevertheless, our analytical results are derived for general distributions

h, provided alleles are equally likely to be positive or negative (i.e, h(ϕa) = h(ϕa+π),

e.g. Equation 20).

In simulations, in addition to using hr(ϕa), we also typically assume that the

overall strength of stabilizing selection is the same in both sexes (γf = γm = 1/
√

2).

In this case, sex-specific variances are equal and we can drop the subscripts f and

m in referencing them, i.e.

VA ≡ VA,f = VA,m = VA,T . (22)

In addition, the intersex covariance is given by B = rVA,T .

It is important to note that our expressions for VA, VA,T , VA,f , VA,m, B and

rfm (Equations 18, 19, 20 and 22) are actually expressions for the expected values

of these quantities. Since, in this study, we only consider the expected values of

the phenotypic variances, covariance and correlations, we suppress the E[...] when

referring to these quantities, for ease of reading.

3.1.2 At equilibrium, drift can generate a negative correlation between

rfm and sexual dimorphism

In the previous section we saw that, in expectation, between-sex correlation, rfm,

and sexual dimorphism, SD = z̄f − z̄m, are independent of each other at equilib-

rium. In particular, we saw that E[SD] = Of − Om and that consequently, when

sex-specific optima coincide, irrespective of intersex correlation, we expect no sexual

dimorphism. Here, we show that genetic drift can generate a nonzero sexual dimor-

phism even when sex-specific optima are equal (Of = Om); and, importantly, that

the amount of dimorphism generated depends on the intersex correlation.

The nonzero dimorphism arises from the fact that—although, in expectation,

at equilibrium trait means are equal to trait optima—genetic drift leads them to

undergo rapid fluctuations around their expected values (Bürger & Lande, 1994).
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Figure 1: Relationship between expected intersex correlation (rfm) and sexual dimor-
phism at equilibrium. A: Sexual dimorphism, as difference between sex-specific trait
means (z̄f − z̄m) corresponds to the difference between sex-specific optima |Of − Om|
for rfm < 1. This result is consistent across overall genetic variances (VA) for approx-
imately infinitesimal and multigenic genetic architectures, so we show results just for
approximately infinitesimal genetic architecture with VA = 9. B: Sexual dimorphism, as

variance-normalized squared difference between sex-specific means (
(z̄f−z̄m)2

VA
), over vari-

ous levels of rfm, variances (VA = 4, 9) and for approximately infinitesimal and multigenic
genetic architectures (E(a2) = 1 and 16, respectively), for Of = Om = 0. All simulations
were run for 10N generations (except for rfm > 0.95, which needed longer to reach equi-
librium and were run for 100N generations). For both, error bars indicate SEM across 200
replicates.

When trait values in the two sexes are uncorrelated (rfm = 0), female and male trait

means will fluctuate independently. Consequently, most of the time, sex-specific

trait means will not be equal, implying a nonzero sexual dimorphism (SD ̸= 0). In

contrast, if the intersex correlation is 1, with all incoming mutations having the same

effect in both sexes (af = am), then the mean trait value in females and males must

always coincide, and sexual dimorphism will be zero at all times. For intermediate

intersex correlations, the two trait means will fluctuate in a somewhat correlated

fashion that depends on the intersex correlation.

The magnitude of the typical distance between the two trait means, generated

by genetic drift, is captured by the variance in sexual dimorphism,

V [SD] = V [z̄f ] + V [z̄m] − 2Cov[z̄f , z̄m]. (23)

The significance of the fluctuations depends on how their magnitude compares to

the genetic variance in the trait value, i.e.
√
VA/δ. Thus, in Figure 1B we plot

V [SD]/VA for different values of intersex correlation, and for
√
VA/δ = 2 and 3,

which correspond to fluctuations of the means around the optima of typical magni-

tude half and a third of the standard deviation in the trait distribution, respectively.
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From the figure we see that, for both an approximately infinitesimal and a multi-

genic genetic architecture, the average magnitude of fluctuations in SD decrease with

increasing intersex correlation, with a particularly steep drop off once rfm exceeds

≈ 0.75 (the shaded area in the figure). The fluctuations can be highly significant

when the genetic variance is low. For example when VA/δ
2 = 4 and the trait ar-

chitecture is approximately infinitesimal, V [SD]/VA ≈ 1 for rfm < 0.75, implying

that, just by chance, trait means in the two sexes could frequently differ by a full

phenotypic standard deviation.

3.2 A negative relationship between rfm and sexual dimor-

phism out of equilibrium – exploring common hypothe-

ses

In the previous section we describe how, while intersex correlation and sex differ-

ences at equilibrium are independent in expectation, drift can generate a negative

correlation between them. This represents a novel mechanism which, to our knowl-

edge, has never previously been considered in discussions of mechanisms that could

lead to the empirically-observed negative correlation between intersex correlation

and sex differences. Instead, two hypotheses, both of which require deviations from

equilibrium dynamics, are most commonly discussed to explain the observed pattern

(Bonduriansky & Rowe, 2005; Griffin et al., 2013; Stewart & Rice, 2018; McGloth-

lin et al., 2019): first, that traits with ancestrally low rfm are less constrained to

respond to sex-specific selection and therefore evolve to be more dimorphic (H1:

low rfm precedes); second, that sex-specific selection acts to reduce the intersex

correlation (H2: low rfm follows).

In this section, we explore the validity of these two hypotheses in the context of a

population, initially at equilibrium under sex-specific stabilizing selection, mutation

and drift, that is subject to a sudden environmental change leading to a shift in

sex-specific optima. In our analysis, we rely on the following equation describing

how the per generation change in distances between sex-specific means and their

optima (Df ≡ Of − z̄f and Dm ≡ Om − z̄m) depend on the second and third order

130



The Molecular Basis of Sexual Dimorphism

central moments of the joint female and male phenotype distribution:

E

⎡

⎢
⎣

∆Df

∆Dm

⎤

⎥
⎦ = −V −1

S

2
·

γ2 matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣

2γ2
f 0

0 2γ2
m

⎤

⎥
⎦ ·

G matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
VA,f B

B VA,m

⎤

⎥
⎦ ·

⎡

⎢
⎣
Df

Dm

⎤

⎥
⎦

⏞ ⏟⏟ ⏞

Directional selection

+
V −1
S

2
·

γ2 matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣

2γ2
f 0

0 2γ2
m

⎤

⎥
⎦ ·

µ3 matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
µ3,f

µ3,m

⎤

⎥
⎦

⏞ ⏟⏟ ⏞

Stabilizing selection

.

(24)

Here, µ3,f ≡ 1
2
(µ3,fff + µ3,fmm) and µ3,m ≡ 1

2
(µ3,mmm + µ3,ffm), where µ3,αβγ

(α, β, γ = f or m), are the third order central moments given by µ3,αβγ =
∑︁

i 2ai,αai,βai,γxi(1−
xi)(1 − 2xi). Equation 24 is derived by adding up the contributions to the change

in mean phenotype coming from all segregating variants. Just like in the equation

for alleles’ expected change in frequency (Equation 8), the two terms correspond to

the two modes of selection underlying the dynamics: the first describes directional

selection acting to reduce distances between means and respective optima at a rate

that depends on sex-specific variances and covariance, while the second reflects the

effect of stabilizing selection on an asymmetric (skewed) phenotypic distribution.

3.2.1 Exploring H1 (low rfm precedes): lower intersex correlation leads

to more sexual dimorphism – after a given period of time

This hypotheshis relies on the idea that traits that initially have a low intersex

correlation respond faster to novel sex-specific selection, eventually achieving higher

levels of sexual dimorphism. As we saw in Section 3.1.1 and in agreement with

previous results assuming a polygenic or infinitesimal genetic architecture (Lande,

1980), so long as there is variation for sexual dimorphism (in other words, if rfm < 1),

the two sexes will eventually evolve to diverge until sexual conflict is resolved –

regardless of the intersex correlation (Figure 1A). However, while expected sexual

dimorphism at equilibrium is independent of rfm, the rate at which it evolves, and

therefore the time frame for sexually-dimorphic evolution, is not. Consequently, in

this section we characterize the time frame of adaptation to new sex-specific optima.

As in the single-sex case, this time frame can roughly be split into two phases. An

initial, rapid phase dominated by directional selection, where small changes in allele

frequencies at many loci move the sex-specific means close to the new optima; and

a longer stabilizing selection-dominated equilibration phase, during which the small

frequency differences translate into a slight increase in the fixation of alleles with

effects that align with the shifts in optima, relative to those with effects that oppose
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the shifts in optima. We examine the impact of intersex correlation on the time

frame of both phases for sexually-concordant and sexually-dimorphic adaptation of

traits with approximately infinitesimal and multigenic architectures, and discuss the

implications of our findings for the hypothesis that lower intersex correlation leads

to increased sexual dimorphism. We find that, in agreement with H1, because a high

intersex correlation delays sexually-dimorphic evolution, intersex correlation might

be correlated with the degree of sexual dimorphism. However, we also conclude

that in order to show that this correlation is negative (as expected from empirical

observations), an additional assumption is required.

3.2.1.1 Adaptation in the infinitesimal limit: rfm determines the rela-

tive rate of sexually-concordant vs sexually-dimorphic evolution We first

explore the rate of response to a change in sex-specific optima assuming an ap-

proximately infinitesimal genetic architecture. We also make the simplifying as-

sumption that the strength of stabilizing selection is equal in the two sexes (i.e.,

VS,f = VS,m = VS) so that the γ2 matrix in Equation 24 is equal to the iden-

tity matrix. When the genetic architecture is approximately infinitesimal, phe-

notypic variances and covariance remain almost unchanged after the shift in op-

tima, and the trait distribution remains approximately symmetric (µ3,αβγ = 0 for

α, β, γ = f or m). Consequently, Equation 24 for the expected change in the dis-

tances of the sex-specific means from the optima reduces to

E

⎡

⎢
⎣

∆Df (t)

∆Dm(t)

⎤

⎥
⎦ = −V −1

S

2
·

G matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
VA,f (0) B(0)

B(0) VA,m(0)

⎤

⎥
⎦ ·

⎡

⎢
⎣
Df (t)

Dm(t)

⎤

⎥
⎦ , (25)

which is the 2-sex extension of the breeder’s equation, as formulated by Lande (1980).

If assuming that (co)variances remain constant along time (VA,f (0), VA,m(0), B(0))

it describes well the phenotypic evolution in the infinitesimal limit, where individual

alleles do not change in frequency under directional selection and the moments of

the phenotypic distribution remain unchanged. From Equation 25, we see that after

the shift in optima, directional selection acts directly on each sex to decrease the

distance between the sex-specific trait mean and its optimum (Df (t) or Dm(t)) at a

rate proportional to the distance itself, as well as to the initial phenotypic variance

within that sex (VA,f (0) or VA,m(0)). Directional selection within the opposite sex,

however, can act to either increase or decrease the rate of adaptation to the new
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optimum at a rate proportional to the distance of the opposite sex from its new

optimum, and to the intersex covariance, B(0).

To better understand the role played by intersex covariance, we follow Lande

(1980) in proposing a change of variables: instead of tracking sex-specific means (z̄f

and z̄m), we track the ‘average’ and ‘average distance’ of their means, given by

z̄a ≡
1

2
(z̄f + z̄m) and z̄d ≡

1

2
(z̄f − z̄m), (26)

respectively. Notice that changes in z̄a capture the evolution of the population as a

whole (in fact, z̄a is the population mean for the trait) and changes in z̄d over time

capture the evolution of sexual dimorphism (in fact, z̄d = 1/2 · SD). Similarly, we

define an ‘average’ and ‘average distance’ version of every variable k that has both

a female and male counterpart, as

ka ≡
1

2
(kf + km); kd ≡

1

2
(kf − km). (27)

So, for example, Oa = (Of + Om)/2 and Od = (Of − Om)/2 are the average and

average distance optima. With this change of variables, we can use Equation 25 to

obtain an expression for the expected per generation change in Da ≡ Oa − z̄a and

Dd ≡ Od − z̄d:

E

⎡

⎢
⎣

∆Da(t)

∆Dd(t)

⎤

⎥
⎦ = −V −1

S

2
·

G′ matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
VA,a(0) + B(0) VA,d(0)

VA,d(0) VA,a(0) − B(0)

⎤

⎥
⎦ ·

⎡

⎢
⎣
Da(t)

Dd(t)

⎤

⎥
⎦ . (28)

From Equation 28 it follows 1) that a high overall phenotypic variance, VA,a(0), helps

drive the evolution of both the overall trait mean (to the new mean optimum) and

sexual dimorphism (to the new difference in optima); 2) a large, positive intersex

covariance, B(0), helps move the population mean to the new mean optimum, but

delays the evolution of sexual dimorphism; and 3) that differences in phenotypic

variance between the two sexes generate interactions in the evolution of the overall

trait mean, and sexual dimorphism.

If the initial phenotypic variance is the same in the two sexes, so that VA,d(0) = 0,

then the population mean and sexual dimorphism evolve independently and Equa-
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tion 28 above reduces to

E[∆Da(t)] = −(VA,a(0) + B(0))

2VS

Da(t); E[∆Dd] = −(VA,a(0) − B(0))

2VS

Dd(t). (29)

In continuous time this is solved by

Da(t) = ∆ae
−t

VA,a(0)+B(0)

2V s ; Dd(t) = ∆de
−t

VA,a(0)−B(0)

2V s . (30)

where Λa and Λd are the sizes of the shifts in Oa and Od. Defining the length

of the initial rapid phase of sexually concordant (ta) and sexually dimorphic (td)

adaptation to be the time that that it takes for Da and Dd to equal the typical

deviation of the population mean from the optima at equilibrium, δ =
√︁

VS/2N ,

respectively, it follows that

ta =
2VS

VA,a(0) + B(0)
ln

[︃
Λa

δ

]︃

; td =
2VS

VA,a(0) − B(0)
ln

[︃
Λd

δ

]︃

. (31)

Thus the length of the initial phase of sexually-dimorphic adaptation relative to

sexually-concordant adaptation is

td
ta

=
VA,a(0) + B(0)

VA,a(0) − B(0)
=

1 + rfm
1 − rfm

. (32)

This result, initially obtained by Lande (1980), illustrates the quantitative constraint

that intersex correlation places on the evolution of sex differences. In particular,

when intersex correlation is close to 1, the denominator in Equation 32, 1−rfm, will

be very small, and sexually-dimorphic adaptation in the directional-selection domi-

nated rapid phase could take orders of magnitude longer than sexually-concordant

adaptation (td ≫ ta), corresponding to the two phases of 2-sex phenotypic evolution

discussed by Lande (1980).

These dynamics are illustrated in Figure 2. Concretely, we implement sexually-

concordant selection by applying sex-specific shifts in optima of the same magnitude

and direction (Λd = 0), and sexually-divergent selection by applying sex-specific

shifts in optima of the same magnitude but in opposite directions (Λa = 0), for

low, intermediate and high values of intersex correlation (Figure 2A,B). We see

that the lower rfm, the faster (slower) the reduction in Da (Dd) (Figure 2C,D). This

result holds qualitatively for both the approximately infinitesimal and the multigenic

genetic architectures. However, the latter shows some quantitative differences, as
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Figure 2: Phenotypic evolution with an approximately infinitesimal genetic architecture.
A: Sex-specific trait means adapting to a shift in sex-specific optima of equal magni-
tude and direction, which implies only sexually-concordant adaptation (Λa = 0.25

√
VS

and Λd = 0). B: Sex-specific trait means adapting to a shift in sex-specific optima of
equal magnitude and opposite direction, which implies only sexually-dimorphic adapta-
tion (Λa = 0 and Λd = 0.25

√
VS). Sex-specific optima before the shift are both at zero, and

after the shift are indicated as dashed lines. Thicker solid lines are simulations, and thin
dashed lines are predictions using Equation 25. C (D): Da (Dd) along time in simulations
(thick solid lines) and predicted using equation 28 (thin dashed lines) for the sex-specific
shifts in means in A (B). E (F): Fa (Fd) along time for the optima shifts in A (B). Coloured
lines correspond to simulations and the dashed black line corresponds to the prediction
according to Equation 37 (38). G: Sex-specific trait means adapting to first divergent
and then convergent shifts in optima of magnitude 0.25

√
VS . H: Sexual dimporhism, as

absolute difference between sex-specific means for different levels of rfm at a given point
of sexually-dimorphic divergent (black dashed, corresponding to the black dashed vertical
line in G) and convergent (grey solid, corresponding to the grey solid vertical line in G)
adaptation.
All simulations correspond to an approximately infinitesimal genetic architecture with
VA = 40, E(a2) = 1 and for various levels of rfm: 0.90 (orange), 0.67 (green) and 0.33
(blue). Simulations have been run for 10N generations before the shift in optima. Results
display averages and SEM across 200 replicates. Results for A and C have been zoomed
in to appreciate the relevant evolutionary dynamics. All quantities displayed in the figure
are in units of δ.

we outline in the next section.
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3.2.1.2 Adaptation with a multigenic genetic architecture: transient

changes in the 2nd and 3rd order moments of the phenotype distribu-

tion alter the dynamics of phenotypic adaptation The accuracy of the pre-

dictions for the evolution of phenotypic means in Equations 25 and 28 relies on

the assumption that the respective G and G′ matrices remain constant over time.

This will be approximately true when the genetic architecture is approximately in-

finitesimal. However, when considering a less infinitesimal trait architecture, with

a significant proportion of mutations with larger effect sizes (a2 > 4) as exemplified

by our multigenic trait architecture, the approximations in Equations 25 and 28

are no longer accurate. This is because directional selection on effect alleles with

larger effects can generate a significant increase in the 2nd central moments of the

joint phenotype distribution, as well as the establishment of nonzero third central

moments (Figure S2). To accurately predict phenotypic evolution with a multigenic

genetic architecture we therefore need the full expression for the expected change in

the distances of the sex-specific means from their respective optima (Equation 24),

with generation-wise updated 2nd and 3rd central moments (i.e. VA,f (t), VA,m(t),

B(t), µ3,f (t), µ3,m(t)). Assuming, as we did for the approximately infinitesimal ar-

chitecture, that the strength of stabilizing selection is equal in the two sexes (i.e.,

VS,f = VS,m = VS) Equation 24 simplifies to:

E

⎡

⎢
⎣

∆Df (t)

∆Dm(t)

⎤

⎥
⎦ = −V −1

S

2
·

G matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
VA,f (t) B(t)

B(t) VA,m(t)

⎤

⎥
⎦ ·

⎡

⎢
⎣
Df (t)

Dm(t)

⎤

⎥
⎦ +

V −1
S

2
·

µ3 matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
µ3,f (t)

µ3,m(t)

⎤

⎥
⎦ . (33)

As before, a simple change of variables (Equation 27) yields an expression for the

evolution of the overall trait mean (captured by Da) and the level of sexual dimor-

phism (captured by Dd):

E

⎡

⎢
⎣

∆Da(t)

∆Dd(t)

⎤

⎥
⎦ = −V −1

S

2
·

G′ matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
VA,a(t) + B(t) VA,d(t)

VA,d(t) VA,a(t) − B(t)

⎤

⎥
⎦ ·

⎡

⎢
⎣
Da(t)

Dd(t)

⎤

⎥
⎦+

V −1
S

2
·

µ′

3 matrix
⏟ ⏞⏞ ⏟⎡

⎢
⎣
µ3,a(t)

µ3,d(t)

⎤

⎥
⎦ .

(34)

By updating (co)variances and 3rd central moments, we can use Equation 34 to ac-

curately predict the mean trajectories of Da and Dd (see Section 4 in Supplementary

material and Figure S3).
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In cases where the trait has a multigenic genetic architecture, changes in the 2nd

and 3rd central moments of the phenotypic distribution do affect the trajectories of

Da and Dd (Figure S3). During the initial, rapid phase these effects are subtle and

Equations 30, 31 and 32, derived for an approximately infinitesimal trait, provide

reasonable approximations. However, changes in 2nd and 3rd central moments act

to respectively speed up and slow down phenotypic evolution, as is shown in Figure

S3.

After the rapid phase, the average trajectories of Da and Dd can deviate sig-

nificantly from the exponential decrease predicted by Equation 30. Once the mean

phenotype nears the new optimum, the decreasing distance and increasing 3rd central

moments reach the point at which the two terms on the right-hand side of Equa-

tion 34 approximately cancel out and the changes in Da and Dd come almost to a

stop. The rates of approaching the new optima are then largely determined by the

rate at which the 3rd central moments decay. This roughly corresponds to the rate

at which the allele frequency distribution equilibrates (changes in frequency gener-

ated by directional selection translate into fixed differences, as described below) and

mutation-selection-drift balance is restored around the new optima.

In Section 5 of the Supplementary Material we discuss the equilibration phase

with a multigenic genetic architecture. We derive a quasi-static approximation for

Da and Dd similar to that derived for a single sex in Hayward and Sella (2022).

We find that, while intersex correlation determines the time it takes to reach the

equilibration phase (given approximately by Equation 32), it does not seem to make

a qualitative difference in the initial phase of the quasi-static approximation of means

towards their optima during the equilibration phase. However, as we demonstrate

in the next section, a higher intersex correlation does imply a longer equilibration

phase.

3.2.1.3 Higher intersex correlation delays equilibration for sex differ-

ences In section 3.2.1.1 we described how the time required for the average and av-

erage distance of the sex-specific trait means to approach their new optima depends

on rfm (Equations 31 and 32). These timepoints correspond to the length of the

inital, directional selection-dominated phases of sexually-concordant and sexually-

dimorphic adaptation, which are driven by small changes in allele frequencies at

many loci. In this section, we analyze the timeframe associated with equilibration,

during which stabilizing selection translates the allele frequency differences (gener-

ated by directional selection) between alleles with phenotypic effects that are aligned
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and opposed to the phenotypic shift into differences in fixation probabilities. This

process restores the equilibrium phenotypic distributions with means at the new

optima.

To examine the dynamics of equilibration we track the female and male fixed

backgrounds (F̃ f and F̃m), defined as the trait value of a female or male that is

homozygous for the derived allele at every segregating site:

F̃ f =
∑︂

j

2aj,f ; F̃m =
∑︂

j

2aj,m. (35)

As before, we distinguish between sexually-concordant and sexually-dimorphic adap-

tation by performing a change of variables (Equation 27). Using Equation 27, we

define the average fixed background and the fixed background difference (F̃ a ≡
(F̃ f + F̃m)/2 and F̃ d ≡ (F̃ f − F̃m)/2) and their distances

Fa = Λa − F̃ a; Fd = Λd − F̃ d. (36)

At equilibrium, we expect the fixed distances, Fa and Fd, to be 0; the rate at which Fa

approaches 0 gives the timescale over which sexually-concordant adaptation occurs

and the rate at which Fd approaches 0 gives the timescale over which sexually-

dimorphic adaptation occurs over the second, stabilizing-selection dominated phase

of phenotypic adaptation.

Not unexpectedly, we find that sexually-concordant adaptation takes place at

much the same rate as when there is just a single-sex, and thus the trajectory of Fa

is well-approximated by

Fa(t) ≈ Λae
−

t
2N . (37)

(Hayward & Sella, 2022; Figure 2E). Sexually-concordant adaptation thus occurs

over a time period on the order of 2N generations. Somewhat surprisingly, we

find that when the intersex correlation is fairly low, Fd also decays approximately

exponentially at a rate 1/(2N)

Fd(t) ≈ Λde
−

t
2N . (38)

(Figure 2F). When intersex correlation is high, however, the approximation in Equa-

tion 38 becomes quite inaccurate since the decay of Fd can be significantly delayed

(Figure 2E). Thus high intersex correlation increases the time period over which
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sexually-divergent adaption occurs.

Simulation results suggest that, for traits with an approximately infinitesimal

architecture, the approximation for Fa (Equation 37) is highly accurate and, pro-

vided intersex correlation is not too high, the approximation for Fd (Equation 38)

is also highly accurate (Figure 2E,F); when the trait architecture is multigenic we

observe slight deviations from exponential decay in Fa and Fd (even when intersex

correlation is low). In particular, the decay is initially slower and later faster then

predicted by the approximations in Equations 37 and 38 (Figure S5). However, the

time taken for the fixed backgrounds to reach the new optima, and therefore for the

various moments of the phenotypic distribution to be restored to equilibrium val-

ues, is nevertheless on the order of 2N generations. We are still exploring potential

interactions between the effects of high intersex correlation and genetic architecture

on the length of time taken for equlilibration.

3.2.1.4 H1 holds – given an additional assumption We have shown that,

while intersex correlation does not predict the overall realized sexual dimorphism,

it does determine the rate at which it evolves. First, it directly determines the

rate of sexually-concordant vs dimorphic phenotypic adaptation in the rapid phase;

second, a high intersex correlation can delay sexually-dimorphic equilibration. When

considering non-equilibrium dynamics of adaptation, these aspects might contribute

to generate an overall, negative relationship between rfm and sexual dimorphism,

consistent with the first common hypothesis that initially lower intersex correlation

allows for faster decoupling between sexes and more sexual dimorphism evolution.

However, this only holds given the extra assumption that traits are more likely to

be selected to diverge (i.e., trait optima move further apart) than to converge (i.e.,

trait optima move closer together) between sexes.

This extra assumption is required because a lower intersex correlation allows for a

faster sexually-dimorphic evolution, both after a divergent as well as convergent shift

in sex-specific optima (Figure 2G). Concretely, after a divergent shift in sex-specific

optima (i.e. keeping Oa constant and increasing the absolute value of Od), traits

with a higher intersex correlation will take longer to diverge between sexes, leading

to a negative relationship between intersex correlation and sex differences at a given

time during divergent evolution (black dashed line in Figure 2H, corresponding to

the timepoint of the black vertical dashed line in Figure 2G). However, this is also

true for adaptation after a convergent shift in optima (i.e. keeping Oa constant and

decreasing the absolute value of Od): traits with a higher intersex correlation will
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take longer to adapt to a convergent shift than traits with an initially lower rfm,

potentially leading to the opposite pattern, i.e. to a positive relationship between

intersex correlation and sex differences at a given time during convergent evolution

(grey solid line in Figure 2H, corresponding to the timepoint of the grey vertical

solid line in Figure 2G).

3.2.2 Exploring H2 (low rfm follows): sex-specific directional selection

acts to transiently reduce intersex correlation

In this section we explore the hypothesis, often stated as an alternative to H1, that

a negative correlation between rfm and sexual dimorphism arises as a consequence

of sex-specific adaptation driving a reduction in intersex correlation. To do so, we

examine how intersex correlation evolves with sexually dimorphic adaptation. In-

tersex correlation depends both on the variances within a single sex, VA,f and VA,m,

and on the covariance, B (Equation 5). In Section 3.2.1.1, we established that

for traits with approximately infinitesimal genetic architectures, the 2nd order cen-

tral moments remain approximately unchanged by directional selection (Figure S2,

Figure 3A,C,D). Consequently, when the trait has an approximately infinitesimal

architecture, intersex correlation does not evolve at all (Figure 3A,E). In contrast,

as we discussed in Section 3.2.1.2, for traits with multigenic architectures directional

selection generates transient changes in 2nd central moments of the phenotypic dis-

tributions (Figure S2, Figure 3B,C,D). These changes can result in a temporary

decrease in intersex correlation (Figure 3B,E).

This decrease in intersex correlation (for traits with a multigenic architecture)

is specific to sexually-dimorphic adaptation (i.e., the distance between sex-specific

trait optima changes). With sexually-concordant adaptation (i.e., the mean opti-

mum trait value changes), there is an increase in sex-specific variances proportional

to the increase in between-sex covariance. Consequently, intersex correlation re-

mains constant over time regardless of the magnitude of the shift (scenarios Λa,S,

Λa,M and Λa,L in Figure 3C,D,E). However, with sexually-dimorphic adaptation,

there is a transient increase in sex-specific variances, while the covariance remains

constant, which leads to a transient decrease in rfm (scenarios Λd,S, Λd,M and Λd,L in

Figure 3C,D,E). This occurs because a subset of sex-specific mutations are favoured

by sexually-dimorphic directional selection, while shared mutations are not. Con-

cretely, directional selection will generate increases in frequency of those sex-specific

mutations which drive phenoytpic change in the direction of the shift, leading to

an increase in sex-specific variances. Nevertheless, it will not on average increase
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the frequency of shared mutations (which generate covariance). With sexually-

concordant adaptation, however, there is selection for phenotypic change along the

main axis of the G matrix (under our assumption that VA,f = VA,m), so both sex-

specific variances as well as between-sex covariance will increase equally. This is

only a transient phenomenon; as described in Section 3.2.1.3, (co)variances, as well

as rfm will be restored to their equilibrium values during the equilibration phase,

over a time periond on the order 2N (Figure 2E,F).

The potential transient decrease in sexual dimorphism described above could

generate an association between intersex correlation and sexual dimorphism. How-

ever, the direction of this association depends on whether sexually-dimorphic adap-

tation is divergent (i.e., sex-specific optima move further apart) or convergent (i.e.,

sex-specific optima move closer together). For some intuition, let us consider a set

of monomorphic (dimorphic) traits with similar rfm values at equilibrium, a sub-

set of which becomes sex-specifically selected after a divergent (convergent) shift in

sex-specific optima. Those traits in the process of diverging (converging) will expe-

rience a temporary decrease in intersex correlation, which would generate a negative

(positive) correlation between rfm and sexual dimorphism. The negative (positive)

association between intersex correlation and sexual dimorphism that might arise as

a consequence of divergent (convergent) sexually-dimorphic adaptation is illustrated

in Figure 3F.

These results indicate that, in accordance with H2, a negative correlation be-

tween intersex correlation and sexual dimorphism could arise from sex-specific adap-

tation leading to a reduction in rfm. However, this phenomenon is only transient.

In addition, it only applies when some additional conditions are met. First, at least

some traits must have a non-infinitesimal genetic architecture, where (co)variances

change under directional selection; second, traits must be adapting to (partially)

non-concordant directional selection between sexes, where (a subset of) sex-specific

mutations are more beneficial than shared mutations; third, this sexually-dimorphic

adaptation must be divergent more frequently than it is convergent.

4 Discussion

Based on the quantitative constraint that a high intersex correlation rfm poses on

the evolution of sexual dimorphism (Lande, 1980, 1987; Stewart & Rice, 2018) is

the general idea that they should negatively correlate with one another, either be-
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Figure 3: Transient decrease in rfm during sexually-dimorphic (divergent and convergent) evolu-
tion. A, B: Evolution of sex-specific trait means, intersex correlation, sex-specific variances and
covariance along time with an approximately infinitesimal (A, E(a2) = 1) and multigenic (B,
E(a2) = 16) genetic architecture. We let the population evolve for 10N generations before and
after applying a shift in sex-specific optima of magnitude Λ = 0.25

√
VS inducing divergent (op-

tima move apart), and then convergent (optima move together) evolution between the sexes. C,
D, E: Average of the geometric mean of sex-specific variances (C), covariance (D) and intersex
correlations (E) for 5N generations after the shift in optima, for approximately infinitesimal (solid
circles) and multigenic (open circles) genetic architecture and across different scenarios indicating
different types of shifts: Λa, are shifts of same magnitude and direction in both sexes, leading to
sexually-concordant adaptation (similar to scenario depicted in Figure 2A, in which Λd, = 0); Λd,

are shifts of same magnitude and different direction in both sexes, leading to sexually-dimorphic
adaptation (similar to scenario in Figure 2B, in which Λa, = 0). Λ ,S , Λ ,M and Λ ,L indicate small,
medium and large shifts, with magnitudes 0.15

√
VS , 0.25

√
VS and 0.5

√
VS . F: Negative (positive)

relationship between intersex correlation and sexual dimorphism with divergent –left– (convergent,
right) sexually-dimorphic selection. The y axis corresponds to the difference between sexual di-
morphism before and after the shift, for the three considered magnitudes (0.15

√
VS , 0.25

√
VS and

0.5
√
VS); on the x axis is the difference between the average rfm across 5N generations after the

shift, corresponding to the dots in Λd,S , Λd,M and Λd,L in E for a multigenic genetic architecture,
and the equilibrium rfm values (dashed horizontal lines in E), for the three rfm (0.9, 0.67 and 0.33
in orange, green and blue).
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cause traits will evolve to be more dimorphic if they are less correlated between

the sexes (hypothesis H1, ‘low rfm precedes’; Bolnick & Doebeli, 2003; Poissant et

al., 2010; Stewart & Rice, 2018) or because sexually dimorphic evolution requires

that intersex correlation decreases with time, to allow independent adaptation of

both sexes (hypothesis H2, ‘low rfm follows’; Lande, 1980; Bonduriansky & Rowe,

2005; Bonduriansky & Chenoweth, 2009; McGlothlin et al., 2019). Although these

are common assumptions in the sexual dimorphism literature, partially based on

the empirical observation of a general negative correlation between rfm and sex-

ual dimorphism (Ashman, 2003; Delph et al., 2004; Bonduriansky & Rowe, 2005;

McDaniel, 2005; Poissant et al., 2010; Griffin et al., 2013), we lack mechanistic un-

derstanding for them, which poses the main motivation of the present study: we use

theory to explore the relationship between intersex correlation and sexual dimor-

phism, and outline the conditions under which a negative correlation between the

two is expected, with a special focus on testing these common hypotheses.

Concretely, we model a population that is at equilibrium under sex-specific sta-

bilizing selection, mutation and drift and observe how it adapts to a sudden en-

vironmental change that brings about a shift in sex-specific optima. We obtain

predictions for both sexually-concordant and sexually-dimorphic adaptation, and

explore how these predictions depend on intersex correlation. We obtain results for

traits with both (approximately) infinitesimal and multigenic genetic architectures,

assuming that the genetic architecture remains unchanged over time.

First, we reproduce the well-known result (first obtained by Lande, 1980) that,

for a highly polygenic or quantitative trait with enough sex-specific genetic variation

(either because there is enough standing variation or we have substantial sex-specific

mutational input) sexual conflict will be resolved, in the sense that, given enough

time, sex-specific means will eventually align with their optima. We derive explicit

expressions to illustrate that the stabilizing selection-dominated dynamics of the

system at equilibrium are independent of phenotypic values (Equation 11); instead,

they depend on the overall strength of stabilizing selection (Equations 13). We

show that the G matrix at equilibrium depends only on the overall and sex-specific

mutational pleiotropy and selection strength, which has also been shown for corre-

lated traits in the 1-sex literature (Lande & Arnold, 1983; Turelli, 1985; Jones et

al., 2003; Chantepie & Chevin, 2020). This implies that, at equilibrium, expected

intersex correlation and sexual dimorphism are independent of each other (Figure

1A).
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Our results indicate that a negative correlation between intersex correlation and

sexual dimorphism can arise at equilibrium due to drift, however. This follows from

the fact that the fluctuations of the mean phenotypes around the optima at equi-

librium under stabilizing selection are expected to be more divergent between the

sexes with lower intersex correlation, potentially generating substantial sexual di-

morphism (Figure 1B). The significance of the drift-dependent sexual dimorphism

at equilibrium depends on the magnitude of the fluctuations around the optima

relative to the genetic variance of the trait. We show that when fluctuations are rel-

atively large (of magnitude 1/3 or 1/2 of the genetic standard deviation of the trait

distribution) then, just by chance, trait means in the two sexes could differ by a full

and a half phenotypic standard deviation, respectively. The effect is expected to be

smaller for traits with smaller fluctuation in means relative to phenotypic variance

(i.e. higher
√
VA/δ). We do not know the empirical values of this quantity, so it is

hard to predict the empirical relevance of the effect of drift on SD at equilibrium.

However, we could test whether empirical results are consistent with the drift hy-

pothesis by looking at the variance-normalized variance in sexual dimorphism as a

function of rfm (as in Figure 1B) for empirical data, like gene expression. Thus, drift

represents a novel and possibly testable mechanism with the potential to generate

a negative correlation between sexual dimorphism and intersex correlation which

has not been modeled before, nor discussed as a possibly contributing factor in the

observed general negative correlation between rfm and sex differences.

The hypotheses most commonly discussed in the literature with the potential

to explain this pattern involve dynamic properties of the system, so we explored

them by looking at the out-of-equilibrium dynamics of sex-specific adaptation un-

der directional selection. The first hypothesis, discussed in Section 3.2.1, predicts

higher levels of sexual dimorphism if intersex correlation is initially lower. We find

that this holds – transiently and, importantly, given some additional assumptions.

This is because, while intersex correlation does not determine the ultimate real-

ized sexual dimorphism, it does determine the rate at which it evolves. Concretely,

as Lande (1980) described, the rates of sexually-concordant vs sexually-dimorphic

evolution are proportional to 1 + rfm and 1 − rfm (Equations 31 and 32, Figure

2B,C), both evolving in two very different timescales for high intersex correlation.

This result illustrates the quantitative constraint that rfm imposes on the evolution

of sex differences, and supports the idea that, after a limited time, the expected

realized sexual dimorphism negatively correlates with intersex correlation (Bolnick
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& Doebeli, 2003), partially validating this first hypothesis. However, as we show,

a higher intersex correlation not only constrains divergent but also convergent evo-

lution between the sexes, and the latter has the potential to generate the opposite

pattern of a positive relationship between intersex correlation and sexual dimor-

phism (Figure 2G). So the hypothesis that a negative correlation between intersex

correlation and sexual dimorphism arises because sexually-dimorphic evolution is

less constrained with lower rfm requires some additional assumptions: i) that traits

are sexually-dimorphically adapting under directional selection (since at equilib-

rium sexual dimorphism is independent of rfm); and ii) that sexually-dimorphic

adaptation is more commonly divergent than convergent. The plausibility of these

assumptions is discussed below.

The second hypothesis, discussed in Section 3.2.2, supports the idea that a neg-

ative correlation between intersex correlation and extent of sex differences arises as

a consequence of sexually-dimorphic adaptation involving an accumulation of sex-

specific mutations leading to a decrease in rfm over time. This idea traces back to

D. B. Wright (1993) and Lande (1980, 1987) and, since neither author provides a

mathematical justification for it, seems rather based on an intuition of how such

a process should evolve. Indeed, wefind that intersex correlation decreases due to

an increase in sex-specific variances, but not covariance, during sexually-dimorphic

adaptation under directional selection, for a trait with a non-infinitesimal genetic

architecture.

These changes in the (co)variance matrix are only transient; stabilizing selection

translates the allele frequency changes between alleles with effects that are aligned

and opposed to the phenotypic shift generated by directional selection into differ-

ences in fixation probabilities. After this equilibration phase, the transient increase

in (co)variances ceases, and their equilibrium values are restored. Also, the same

transient decrease in intersex correlation is expected for divergent as well as conver-

gent evolution.

This result suggests that sexual dimorphism can evolve without long-term changes

in rfm, as already discussed by Reeve and Fairbairn (2001), who also illustrate how

this transient increase in second order moments speeds up adaptation with a non-

infinitesimal genetic architecture with respect to the infinitesimal predictions. We

recapitulate this result, and additionally show that transient increases in third cen-

tral moments have the opposite effect, in that they act to slow down phenotypic

adaptation both in the rapid (Figure S3) as well as equilibration phases (Figure
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S5), which was shown for the 1-sex case before (Hayward & Sella, 2022). We are

still on the process of characterizing how the transient increases in 2nd and 3rd or-

der moments interact with rfm to influence the dynamics of sexually-concordant vs

dimorphic adaptation.

We also obtain predictions for the equilibration timescale. Hayward and Sella

(2022) showed that phenotypic distributions are restablished over a time frame of

the order of 2N generations, which we find to hold well for equilibration under

sexually-concordant adaptation regardless of the rfm (Figure 2E). However, we find

that higher intersex correlation delays equilibration when the population is sexually-

dimorphically adapting (Figure 2F). However, we find the effect of rfm on equili-

bration time to be surprisingly small, given the constraint it poses on phenotypic

evolution. This suggests some compensatory process: while, with high rfm, the

amount of mutations contributing to sexually-dimorphic adaptation is less than

those contributing to sexually-concordant adaptation, they might individually be

subject to stronger directional selection and fix faster, leading to an similar rate of

equilibration for the two types of adaptation.

Our model predicts a transient reduction in rfm due to a temporary increase in

sex-specific variances, and not a permanent reduction due to a decrease in between-

sex covariance, as the common intuition seems to suggest (verbal arguments tracing

back to Fisher, 1958 and Lande, 1980). These two results seem easy to reconcile

by noting that, while we assumed that genetic architecture remains stable, as do

most models of sex-specific adaptation (Reeve & Fairbairn, 2001; Bolnick & Doebeli,

2003; Connallon & Clark, 2014a, 2014b; Muralidhar & Coop, 2023), the general in-

tuition seems to suggest an evolving genetic architecture (Lande, 1980; D. B. Wright,

1993; Bonduriansky & Rowe, 2005). Indeed, there are many different mechanisms

that can lead to sexual conflict resolution: sex-specific expression of autosomal loci,

via sex-linked modifiers or alternative splicing mechanisms (McIntyre et al., 2006;

Stewart et al., 2010; Pennell & Morrow, 2013; Singh & Agrawal, 2023) gene du-

plication followed by sex-specific regulation of the paralogues (Rice & Chippindale,

2002; Proulx & Phillips, 2006; Sison-Mangus et al., 2006; Connallon & Clark, 2011),

genomic imprinting (Day & Bonduriansky, 2004) and sex-dependent dominance of

antagonistic alleles (Kidwell et al., 1977; Barson et al., 2015). The evolution of

some of these mechanisms (e.g. a target for sex-hormone regulation or moving to

a sex chromosome) would involve changes in the genetic architecture, i.e. leading

to a higher proportion of sex-specific mutations underlying its expression – which
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we assume to be constant through time in our model. Some of those sex-specific

changes in genetic architecture are expected to accelerate the rate of sexual dimor-

phism evolution and would likely drive more permanent reduction in rfm as sexual

dimorphism evolves (D. B. Wright, 1993; Bonduriansky & Rowe, 2005), contributing

to a more stable negative correlation between sexual dimorphism and rfm (Williams

& Carroll, 2009; Stewart et al., 2010). However, they are likely to be slow (Williams

& Carroll, 2009; Stewart et al., 2010; Bonduriansky & Chenoweth, 2009), probably

occurring at an extra phase to the two described by Lande (1980, 1987) (and that we

reproduce here) for sexually-concordant and -dimorphic adaptation with a constant

genetic architecture, as suggested by D. B. Wright (1993). Looking at the dynamics

with a non-changing genetic architecture is a useful first step that likely reflects the

most likely genetic changes over the timescale of most experimental studies (e.g.

Bird & Schaffer, 1972; Reeve & Fairbairn, 1996; Stewart & Rice, 2018). However,

incorporating the option for an evolving genetic architecture in our model, involving

changes in h(ϕα) leading to a higher (lower) proportion of sex-specific vs shared

mutations, would be an easy and logical next step which would allow us to explore

questions such as the conditions in which a slower pace in sexual dimorphism evo-

lution could somehow ‘incentivize’ a more permanent reduction in rfm involving

changes in the genetic architecture, and whether these changes are expected to be

partially restored after sexual conflict has been resolved.

Data can help shed light into whether sexually-dimorphic evolution typically im-

plies changes in the genetic architecture leading to a permanent reduction in rfm, or

whether it often relies on the current genetic architecture. Empirical studies report

a general negative association between both (e.g. Poissant et al., 2010; Griffin et al.,

2013), but this is far from universal, with many studies finding only weak or even

absent associations (e.g. Cowley & Atchley, 1988; Ashman & Majetic, 2006). The

inconsistency in the pattern suggests that, although we have evidence of sexual con-

flict resolution having relied on various types of changes in the genetic architecture

(Delph et al., 2011; A. E. Wright et al., 2018), it might in many cases more likely

reflect the condition-dependent transient dynamics under constant genetic architec-

ture we illustrate, which only lead to this prediction in certain conditions, given

certain assumptions.

The main assumptions to consider are three. First, that a good fraction of traits

are out-of-equilibrium adapting under (at least partially) sex-specific selection. This

is because, at equilibrium we only predict a drift-driven negative correlation between
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rfm and sexual dimorphism, which is expected to be low and unlikely to account

for all sexually-dimorphic variation for most complex traits. However, it might help

explain sex differences in traits where drift might be substantial, like gene expression

patterns. Besides this mechanism operating at equilibrium, the predictions for a

negative association between rfm and sexual dimorphism following the two common

hypotheses respond to transient dynamics of sexually-antagonistic adaptation to

sex-specific directional selection. Given the high prevalence of sex-specific selection

(Cox & Calsbeek, 2009) and the long timeframe for sexual dimorphism evolution,

specially for traits with high rfm (Equations 31, Figure 2C,D), it seems likely that

most traits are subject to (sex-specific) directional selection.

The second assumption implies that this sex-specific directional selection is more

often divergent than convergent. This is because under both hypothesis we predict

that the correlation between rfm and sex differences is negative with divergent but

positive with convergent sex-specific adaptation (Figure 2G,H, Figure 3A,B,F). How-

ever, selection for convergent evolution has also been reported for some traits and

species (Owens & Hartley, 1998; Bonduriansky, 2006; Chursina, 2019; Lassek &

Gaulin, 2022), indicating that this assumption might not generally hold. Generally,

we expect that both occur similarly frequently.

The third assumption implies that many traits have a non-infinitesimal genetic

architecture. This is not required for the first hypothesis to hold, where intersex

correlation determines the rate of sexually-dimorphic adaptation with infinitesimal

(Figure 2D) as well as multigenic (Figure S3) genetic architecture. However, the

transient reduction in rfm with sexually-dimorphic adaptation illustrated in H2 only

occurs with non-infinitesimal traits, since with an infinitesimal genetic architecture

the phenotypic distribution remains unchanged under directional selection. The

presence of high-effect mutations seems to be the rule for most complex traits, as

suggested by GWAS (e.g. Wood et al., 2014; Locke et al., 2015; Simons et al., 2018),

so this assumption seems plausibly fulfilled.

Other aspects of the genetic architecture are important to consider in the dynam-

ics of (sex-specific) adaptation. The specific choice of sex-specificity of individual

mutations can impact the evolutionary outcome (Rhen, 2000). In this case, we are

sampling overall effect sizes from an exponential distribution, which seems to be

a popular option (e.g. Connallon & Clark, 2014b), and define them as shared or

sex-specific, with equal probabilities of being female- or male-specific. This choice

is common in similar studies (Rhen, 2000; Reeve & Fairbairn, 2001; Bolnick & Doe-
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beli, 2003) and is partially based on empirical evidence that sex-biased and sexually

antagonistic mutations, with phenotypic effects of different sizes and magnitudes

across sexes, respectively, should be rare (Dimas et al., 2012; Oliva et al., 2020;

Chapter 3 of this thesis). However, their consideration is likely to be a relevant ex-

tension to our work, since theoretical studies suggest that they can have a substantial

contribution to phenotypic adaptation (Connallon & Clark, 2014a; Muralidhar &

Coop, 2023). Also, we assume that the effect size distribution of new mutations is

symmetric across sexes, and that this is independent of the effect size, meaning that

large-effect mutations are equally likely to be female- and male-biased. Nevertheless,

there is empirical evidence of a male bias in fitness effects of spontaneous mutations

in Drosophila (Mallet et al., 2011; Sharp & Agrawal, 2013), which is consistent with

the larger amount of male- rather than female-specific eQTL interactions we detect

in Chapter 3 of this thesis.

Also importantly, previous work has shown that even with perfect intersex corre-

lation and sexually concordant selection, sexual dimorphism can evolve if sex-specific

genetic variances are unequal (Lynch & Walsh, 1998; Connallon & Clark, 2014b;

Houle & Cheng, 2021). This suggests that interpreting rfm as a constraint, which is

the narrative employed in this manuscript, as well as many others cited throughout,

relies on the assumptions that all genetic variance is additive, and that variances do

not differ between the sexes (Lynch & Walsh, 1998; Bonduriansky & Chenoweth,

2009). These aspects illustrate the importance of clearly stating the assumptions

underlying the chosen models, as they may lead to qualitatively different results,

and support the idea that differences in genetic architecture are likely to account

for a big part of the differences in the evolutionary dynamics of sexual dimorphism

that have been observed across species and traits.

In summary, our work provides an in-depth examination of the relationship be-

tween intersex correlation and sex differences as well as their joint evolutionary dy-

namics in a population adapting to a sex-specific shift in optima under sex-specific

stabilizing selection, mutation and drift, assuming non-evolving genetic architec-

ture. It represents, to our knowledge, the first comprehensive account of various

mechanisms that can generate a negative association between intersex correlation

and sexual dimorphism, formalizing common intuition in the field. Also, it stresses

the importance of revisiting commonly-used verbal arguments and illustrates how

contextualizing their underlying assumptions can provide insightful information of

the evolutionary forces shaping empirical patterns.
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Table 1: Summary of notation

Symbol Definition

General parameters

N Population size

U Expected number of mutations per generation per gamete

VS Width of the Gaussian fitness function (1/VS measures the strength of stabilizing
selection)

δ Typical squared magnitude of fluctuations around the optimum at equilibrium (δ =
VS/(2N))

φa Angle determining the fraction of stabilizing selection on an allele that acts via each
sex

h(φa) Mutational distribution of φa

a2 Squared total phenotypic magnitude, corresponding to the scaled stabilizing selec-
tion coefficient (a2 ≡ 2Nse)

g(a) Mutational distribution of phenotypic magnitudes

VA,T Total additive genetic variance (defined in terms of the total phenotypic magnitude)

Sex-specific parameters

γf , γm Modulators of the relative strength of selection acting on females or males (γf , γm >
0 and γ2

f + γ2

m = 1)

VS,f , VS,f Widths of the sex-specific fitness functions, with VS,f ≡ 2VS/(2γ
2

f ) and VS,m ≡
2VS/(2γ

2

m) (1/VS,f and 1/VS,m being the strengths of sex-specific stabilizing selec-
tion)

af , am Allele’s sex-specific effects on the phenotype

z̄f , z̄m Sex-specific trait means

Of , Om Sex-specific optima

Df , Dm Sex-specific distances of the mean phenotypes from their respective optima

Λf ,Λm Sex-specific shifts in trait optima

VA,f , VA,m Sex-specific additive genetic variances

B Between-sex covariance in the trait

rfm Intersex correlation in the trait

µ3,f , µ3,m µ3,f ≡ 1

2
(µ3,fff + µ3,fmm) and µ3,m ≡ 1

2
(µ3,mmm + µ3,ffm), where µ3,αβγ

(α, β, γ = f or m), are the third order central moments given by µ3,αβγ =
∑︁

i 2ai,αai,βai,γxi(1− xi)(1− 2xi)

‘Average’ and ‘average distance’ parameters: ka ≡ 1

2
(kf + km); kd ≡ 1

2
(kf − km)

z̄a, z̄d Average and average distance of the mean phenotypes

Oa, Od Average and average distance of the phenotypic optima

Da, Dd Distance between average and average distance of the mean phenotypes and their
optima

Λa,Λd Shifts in average and average distance optima

VA,a, VA,d Average and average distance of the additive genetic variance

µ3,a, µ3,d µ3,a = (µ3,fff+µ3,fmm+µ3,ffm+µ3,mmm )/4; µ3,d = (µ3,fff+µ3,fmm−µ3,ffm−
µ3,mmm )/4
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Leinonen, T., Cano, J. M., & Merilä, J. (2011, February). Genetic basis of sexual

dimorphism in the threespine stickleback Gasterosteus aculeatus. Heredity ,

106 (2), 218–227. doi: 10.1038/hdy.2010.104

Locke, A. E., Kahali, B., Berndt, S. I., Justice, A. E., Pers, T. H., Day, F. R., . . .

Speliotes, E. K. (2015, February). Genetic studies of body mass index yield

new insights for obesity biology. Nature, 518 (7538), 197–206. Retrieved 2023-

05-10, from https://www.nature.com/articles/nature14177 (Number:

7538 Publisher: Nature Publishing Group) doi: 10.1038/nature14177

Lynch, M., & Walsh, B. (1998). Genetics and Analysis of Quantitative Traits (1st

edition ed.). Sunderland, Mass: Sinauer Associates is an imprint of Oxford

University Press.

Mallet, M. A., Bouchard, J. M., Kimber, C. M., & Chippindale, A. K. (2011, June).

Experimental mutation-accumulation on the X chromosome of Drosophila

melanogaster reveals stronger selection on males than females. BMC Evo-

lutionary Biology , 11 (1), 156. Retrieved 2023-05-10, from https://doi.org/

155

https://www.jstor.org/stable/2408842
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.859931
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.859931
https://www.nature.com/articles/nature14177
https://doi.org/10.1186/1471-2148-11-156
https://doi.org/10.1186/1471-2148-11-156


Chapter 4

10.1186/1471-2148-11-156 doi: 10.1186/1471-2148-11-156

McDaniel, S. F. (2005, November). Genetic correlations do not constrain the evo-

lution of sexual dimorphism in the moss Ceratodon purpureus. Evolution;

International Journal of Organic Evolution, 59 (11), 2353–2361.

McGlothlin, J. W., Cox, R. M., & Brodie, E. D. (2019, July). Sex-Specific Selec-

tion and the Evolution of Between-Sex Genetic Covariance. The Journal of

Heredity , 110 (4), 422–432. doi: 10.1093/jhered/esz031

McIntyre, L. M., Bono, L. M., Genissel, A., Westerman, R., Junk, D., Telonis-Scott,

M., . . . Nuzhdin, S. V. (2006, August). Sex-specific expression of alternative

transcripts in Drosophila. Genome Biology , 7 (8), R79. Retrieved 2023-05-10,

from https://doi.org/10.1186/gb-2006-7-8-r79 doi: 10.1186/gb-2006-7

-8-r79

Morrow, E. H. (2015). The evolution of sex differences in disease. Biology of Sex

Differences , 6 , 5. doi: 10.1186/s13293-015-0023-0

Morrow, E. H., & Connallon, T. (2013, December). Implications of sex-specific

selection for the genetic basis of disease. Evolutionary Applications , 6 (8),

1208–1217. doi: 10.1111/eva.12097

Muralidhar, P., & Coop, G. (2023, March). Polygenic outcomes of sexually antag-

onistic selection. bioRxiv. Retrieved 2023-05-10, from https://www.biorxiv

.org/content/10.1101/2023.03.02.530911v1 (Pages: 2023.03.02.530911

Section: New Results) doi: 10.1101/2023.03.02.530911
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Joint discussion across thesis chapters

Connecting the dots

Gemma Puixeu

In the various projects of this thesis I have characterized variation in sexual

dimorphism across species, phenotypic levels, traits and tissues, and have obtained

predictions for its evolutionary dynamics under various selective forces, levels of

intersex correlation and genetic architectures.

Each project has used different methodology and data from different species to

tackle different questions, leading to a general understanding of genetic, transcrip-

tomic and phenotypic sexual dimorphism: first, how phenotypic sexual dimorphism

varies across time and space, but also across traits and tissues; second, how sex dif-

ferences in gene expression are likely to underlie most patterns of complex sexual di-

morphism, and how testes show evidence of a unique regulatory architecture; third,

how individual mutations operate to generate sex differences in gene expression;

fourth, how the evolutionary dynamics of sexual dimorphism depend on assump-

tions about the patterns of (co)variance between the sexes, the genetic architecture

of the considered trait(s) and the selective regimes they are subject to.

I will now proceed to a comparison between projects in particular points.

Sexual dimorphism, as well as its regulatory variation, varies

in time, space and across genetic backgrounds

In the first Chapter, we examined patterns of genetically-based sexual dimorphism,

measured in standardized greenhouse conditions, across life stages and populations

spanning the whole geographic range and including two sex chromosome races of

Rumex hastatulus, a wind-pollinated dioecious plant. We found that males are

taller at peak flowering to facilitate wind-mediated pollen dispersal, while females

are taller at peak maturity to facilitate wind-mediated seed dispersal, leading to a

temporal change in sexual dimorphism for height.
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We did not find evidence of differences in sexual dimorphism between the two

chromosome races, in spite of their different sex chromosomes. Although it is pre-

dicted that sex chromosomes are enriched for genetic variation driving phenotypic

differentiation between sexes (Rice, 1984), in our they account for a small amount

of variation in sexual dimorphism, unsurprisingly. On the one hand, because the

genetic content of the sex chromosomes is expected to be similar in the two chromo-

some races. This is because these karyotypic differences can be explained by a fusion

between an autosome and the X chromosome in an ancestor with the XY karyotype,

a rearrangement has resulted in one fewer autosome, a cytologically larger X and

an extra Y chromosome in individuals of the North Caroline race with respect to

those of the Texas race (Smith, 1963). Although there is some indication of this

neo-sex chromosomes contributing to reproductive isolation between the two races

(Beaudry et al., 2022), the rearrangement is expected to be recent and thus not

have accumulated many mutations contributing to sex-specific adaptation. On the

other hand, there are all sorts of other factors that differ between the two races

(geographic, climatic or even autosomal genetic variation) which are expected to

account for larger proportion of variation in sexual dimorphism.

In line with this, we found substantial variation in sexual dimorphism among

populations distributed across a wide geographical range. We illustrate how these

local adaptations are encoded in the genome, since we were able to recover corre-

lations between sexual dimorphism patterns measured in a glasshouse experiment

and demographic and climatic variables of the source populations. For example,

we found that variation in sexual dimorphism for various traits was larger for in-

dividuals derived from less dense source populations. This is surprising given that

density is expected to largely vary across seasons, particularly for such a largely

annual plant, and provides indirect evidence that, for this species, density in each

population likely remains fairly constant across the years, so that adaptations to

such an effect are encoded in the genome. Also, we find that bioclimatic variables of

the source populations explain up to a third of the (genetically-driven) variation for

sexual dimorphism across various reproductive and vegetative traits, largely due to

both sexes differently responding to changes in climatic conditions. We have not ex-

amined the genetic-geographic distance correlations between populations, but their

detection would have provided more direct evidence of the genetic basis underlying

local adaptation across the geographical range of the species.

That (sex-specific) phenotypic variation differs between population with differ-
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ent genetic backgrounds leads to the prediction that sex-specific regulatory interac-

tions underlying these phenotypic sex differences are likely to differ between genetic

backgrounds. We provide direct evidence for this in the second thesis Chapter.

Concretely, we find that overall patterns of regulatory variation, particularly those

trans-acting, as well as the inheritance patterns of gene expression, vary greatly

between biological replicates with different genetic backgrounds, even though the

data across replicates was obtained in very controlled lab conditions.

These results suggest that sex-specific variation also reflects patterns of local

adaptation to disruptive selection (Bolnick & Doebeli, 2003), which can generate

stratification in sexual dimorphism in non-panmictic populations with marked pop-

ulation structure, such as plants. Also, this confirms that patterns of phenotypic

sexual dimorphism strongly depend on genetic variation, and so can only be gener-

alized when they are analyzed across genetic backgrounds.

Two complementary approaches to the study of the regula-

tory basis of sex- and tissue-specific gene expression

In the second and third Chapters we employed two different methods for the char-

acterization of the regulatory architecture underlying sex- and tissue-specific gene

expression in Drosophila melanogaster. In the second, we analyzed the overall ex-

tent of cis- and trans-regulatory variation, as well as inheritance patterns of gene

expression, by comparing allele-specific expression between reciprocal and parental

crosses; in the third, we performed eQTL analyses of sex-specific as well as sex bias

in gene expression, calculated as log
2
(expf/expm), to characterize the regulatory

variation underlying sex differences in expression.

The data we used for these analyses were newly-generated datasets of sex-specific

gene expression in heads and gonads of F1 crosses between inbred Drosophila Ge-

netic Reference Panel (DGRP; Mackay et al., 2012; Huang et al., 2014) lines. The

generation of these data, particularly for the third Chapter, was very challenging. It

involved amplification of 190 Drosophila melanogaster lines, crossing them into 95

F1 lines from which we dissected over 10,000 individuals into 760 samples, which we

sequenced using a multiplexing method that was new to the lab. Therefore, before

starting this process, we produced a dataset using the same experimental conditions

but at a smaller scale, which allowed us to test and tune the experimental setup,

as well as the sequencing and bioinformatic pipelines. This was the dataset used in
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Chapter 2, where we performed within- and reciprocal between-line crosses between

a small subset of DGRP lines.

Moreover, the design of this “pilot experiment” was planned to allow us to ex-

plore complementary questions. Most importantly, by comparing gene expression

patterns between reciprocal crosses, it allowed us to explicitly corroborate the result

obtained by previous studies (Wittkopp et al., 2006; Coolon et al., 2012; Chen et

al., 2015; Takada et al., 2017), some of which also analyzed reciprocal F1 crosses

between DGRP lines, that maternal genotype and parent-of-origin effects should

be absent in Drosophila. This was crucial for the generation of the big dataset

used for the eQTL analyses, since every line was crossed just once as maternal or

paternal, and maternal genotypic as well parent-of-origin effects, if present, would

have been confounded with genetic effects in the GWAS. Also, besides obtaining

tissue-specific gene expression, which allowed us to compare patterns of regulatory

variation between heads and gonads, two tissues with marked differences in sexual

dimorphism, using data collected in controlled conditions, one of the main goals of

generating our own gene expression dataset instead of using already-published data

(eg. using DGRP expression data directly) was that our F1 individuals are outbred.

Although inbreeding depression is thought to impact patterns of genetic and pheno-

typic variation (Charlesworth & Willis, 2009), surprisingly little is known about the

effects of inbreeding on gene expression. Some studies have not detected systematic

differences in gene expression caused by inbreeding across species (Kristensen et al.,

2005; Hansson et al., 2014), as they seem to be inconsistent between replicate inbred

populations (Menzel et al., 2015), while others have reported evidence for changes

in gene expression in inbred lines potentially protecting against inbreeding depres-

sion (Garćıa et al., 2012), or involving metabolism-related genes (Kristensen et al.,

2006; Zhao et al., 2019), suggesting their decreased metabolic efficiency. While this

was far from our focus in this study, we failed to find any effects of inbreeding on

gene expression (by looking at broad statistics such as mean and average) between

inbred and outbred lines. However, we believe that our dataset, consisting of sex-

and tissue-specific expression of within- and reciprocal between-line crosses among

3 pairs of inbred lines, can be a useful resource in the study of the transcriptomic

impact of inbreeding.

Our focus was, instead, the characterization of the sex- and tissue-specific reg-

ulatory variation underlying gene expression, which we examined using the two

complementary approaches outlined above. We found that cis-regulatory effects are
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more consistent across biological replicates, as reported in the second Chapter, and

enriched for interactions shared between sexes, as shown in the third. Also, in both

studies we detected evidence of a testis-specific regulatory variation. In Chapter 2,

we find that cis-regulatory effects are overall more prevalent and different than those

in heads and ovaries, which are largely shared; in Chapter 3, we show that testes

have more eQTLs than the rest of the tissues and that most of the regulatory vari-

ation generating sex differences in expression in the gonads acts in a testis-specific

manner. This points to a differential regulatory architecture of the testis, and is

consistent with previous observations that, while in ovaries gene expression levels

positively correlate with gene age and are largely determined by a combination of

transcription factors, the testis is uniquely able to express younger genes controlled

by relatively few TFs (Witt et al., 2021), allowing widespread baseline expression

that is relatively unresponsive to regulatory changes (Witt et al., 2021). A more

open chromatine that allows for higher exposure of promoters is consistent with

two of our our observations: on the one hand, that testes have more cis-regulatory

variation, which is also different from that used in other tissues, which instead are

potentially more responsive to trans effects; on the other hand, that these effects are

not specific to testis-specific genes, and rather are an effect of testis-specific regula-

tion of potentially widely-spread genes. This result is in line with the observation,

consistent across species, that testis-expressed genes have higher evolutionary rates,

both at the expression as well as sequence levels (Meiklejohn et al., 2003; Whittle et

al., 2021): a more open chromatine that allows higher baseline expression increases

the effective genetic variation, which allows testis-expressed genes for a faster re-

sponse to directional selection.

In both analyses we detected substantial differences in the regulatory variation be-

tween heads and gonads, the latter showing substantially higher sexual dimorphism

in expression and sex differences in regulatory variation, as is expected (Williams &

Carroll, 2009; Stewart et al., 2010). This supports the general idea that sex-specific

expression of shared regions should be responsible for most phenotypic differences

between sexes, and that its regulatory variation should also be associated with phe-

notypic variation between sexes. However, evidence for this is still scarce (Porcu et

al., 2022).
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How data can inform the theory: on the distribution of mu-

tations underlying sexual dimorphism

In the fourth project we defined models of sex-specific stabilizing selection, mutation

and drift to examine sex-specific evolutionary dynamics under different selection

regimes and genetic architectures.

For this, we relied on some assumptions about the genetic architecture underlying

(sex-specific) phenotypic variation, since not much is known about the degree of

sexual dimorphism among new mutations affecting phenotypic variation. Concretely,

we sampled the overall effect sizes from an exponential distribution, which generally

is in agreement with the empirical effect size distribution we find for mutations

affecting sex-specific as well as sex bias in gene expression in Chapter 3. Also, we

assumed that a fraction of mutations are sex-specific, whilst the rest are shared

(with the same effect sizes in both sexes), therefore ignoring mutations that affect

the two sexes in different magnitudes or directions.

This choice is well supported by our results on the modus operandi of the mutations

generating variation for sex differences in expression in Chapter 3: on the one hand

and according with previous results (Dimas et al., 2012; Meiklejohn et al., 2014;

Oliva et al., 2020), we find that sex-biased and sexually-antagonistic mutations are

rare; on the other hand, we find that a large proportion of the variation associated

with sex differences in expression acts in a sex-specific manner.

In our model we also assume symmetrical distributions of incoming mutations

across sexes. Specifically, we consider 1) the same amount of female- as male-specific

mutations, with the same average effect size across sexes, and 2) that this is inde-

pendent of the overall effect size (i.e. that stronger effect mutations are as likely to

be female- as they are to be male-specific).

However, this is not fully supported by empirical data. Concretely, in Chapter 3

we find more standing variation underlying gene expression in males than females,

particularly in gonads, which is consistent with other studies reporting male-biased

fitness effects of new mutations (Mallet et al., 2011; Sharp & Agrawal, 2013). Con-

sidering data-informed sex-specific effect size distributions of incoming mutations is

an upcoming extension of our theoretical project.
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How theory can inform the data: on the relationship between

intersex correlation and sexual dimorphism

An aspect that has been examined throughout all my PhD projects is the rela-

tionship between intersex correlation (rfm) and sexual dimorphism. As outlined

in Chapter 4, inconsistent experimental evidence fails to fully support the general

prediction of a negative association between intersex correlation and sexual dimor-

phism, which is also true across our empirical studies. In Chapter 1, we found

no significant correlation between rfm and the extent of sexual dimorphism across

traits, populations and life stages in Rumex hastatulus. In Chapter 3, we found that

intersex correlation is higher for heads than for gonads and a negative association

between intersex correlation and sex bias in heads, consistently with the general

prediction. However, this was significantly positive in gonads, which is contrary to

expectation.

Motivated by such inconsistent empirical results (despite a clear longstanding

expectation in the field that intersex correlation should negatively covary with in-

tersex correlation, for which no theoretical evidence was so far provided), in the last

project we set out to formally test the conditions in which this pattern is expected to

arise. Concretely, we use models of sex-specific stabilizing selection with mutation

and drift to examine the relationship between intersex correlation and sexual dimor-

phism both at steady state and as the population adapts to a shift in sex-specific

optima, for different selection regimes and genetic architectures of the considered

trait. Our results suggest that a negative correlation between the two is generally

not predicted at equilibrium, except when drift is considered. Generally, we find

that a negative association between rfm and sexual dimorphism is a far from uni-

versal pattern, only expected qualitatively and under particular conditions, given

that some assumptions are fulfilled: 1) that a subset of traits has a non-infinitesimal

genetic architecture, 2) that traits are sex-specifically adapting under directional

selection, and 3) that this sex-specific adaptation is more commonly divergent than

convergent (i.e. the two sexes are more commonly evolving to differ than to resem-

ble). Related to this last assumption, we actually find that a positive relationship

between intersex correlation and sexual dimorphism can arise in traits that adapt

to converge between sexes, which provides, to our knowledge, the first mechanistic

explanation for the conditions in which this pattern, which opposes the common

expectation, might arise. This may help explain some empirical observations, such
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as the positive relationship we observe between intersex correlation and sexual di-

morphism in gonads of Drosophila melanogaster. It is unclear how likely it is that

convergent selection is acting on gene expression in gonads of this species, but this

offers a potential explanation for this observation.
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Chapter 1 – Supplementary Material

Figure S1: The geographic distribution of the 30 sampled populations of Rumex hastatulus

representing the Texas (open circles) and North Carolina (closed circles) chromosome
races.

172



The Molecular Basis of Sexual Dimorphism

Figure S2: Plant height across life-cycle stages and populations of Rumex hastatulus.
Predicted means and 95% confidence intervals for males (orange squares) and females
(green circles) across populations and life-cycle stages. Significance of sex differences per
population and overall is indicated with stars above individual bars and at the lower right
corner, respectively. *: 0.01 < P < 0.05, **: 0.001 < P < 0.01, ***: P < 0.001, ns (or
absence of astherisks on individual points): not statistically significant
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Chapter 1 – Supplementary Material

Figure S3: Sexual dimorphism (%SD) among populations at (A) week 4 and (B) week 8
in Rumex hastatulus. Percent sexual dimorphism (see the Materials and Methodssection)
for each population plotted according to its geographical location (longitude and lati-
tude). Green (orange) indicates female (male) bias. Significant variation between sexes
and among populations and their interaction obtained from GLMM (see Materials and
Methods section) is indicated as “S”, “P” and “SxP” in the upper left corner, respec-
tively.
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The Molecular Basis of Sexual Dimorphism

Figure S4: Bioclimatic variables across the geographical range of Rumex hastatulus. (A) Ma-
trix showing the patterns of Spearman rank correlations among bioclimatic variables extracted
from WorldClim (see Methods). The specifications of each one are as follows; Bio1: annual mean
temperature. Bio2: mean diurnal range (mean of monthly (max temp - min temp)). Bio3: isother-
mality (bio2/bio7)×100. Bio4: temperature seasonality (standard deviation ×100). Bio5: max
temperature of warmest month. Bio6: min temperature of coldest month. Bio7: temperature an-
nual range (Bio5-Bio6). Bio8: mean temperature of wettest quarter. Bio9: mean temperature of
driest quarter. Bio10: mean temperature of warmest quarter. Bio11: mean temperature of coldest
quarter. Bio12: annual precipitation. Bio13: precipitation of wettest month. Bio14: precipitation
of driest month. Bio15: precipitation seasonality (coefficient of variation). Bio16: precipitation of
wettest quarter. Bio17: precipitation of driest quarter. Bio18: precipitation of warmest quarter.
Bio19: precipitation of coldest quarter global potential evapotranspiration (mm). Pet.avg: global
potential evapotranspiration (mm). Bio1, Bio7 and Bio12 (green squares) are the variables we used
for further analyses. Populations of the North Carolina (green) and Texas (orange) chromosome
races projected in the first two principal components from (B, left) all bioclimatic variables and
(B, right) the three bioclimatic variables used in the models. The contribution of each principal
component to the total variance is indicated in the x and y axis respectively. (C) Patterns of
Spearman rank correlations between the bioclimatic variables used in the models and ecological
parameters. In (A) and (C) color indicates correlation coefficient (blue for positive and red for
negative). *: 0.01 < P < 0.05, **: 0.001 < P < 0.01, ***: P < 0.001
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Chapter 1 – Supplementary Material

Table S1: Summary of univariate results for common glasshouse study of Rumex hastat-

ulus. For each trait, “Data” included in the specific model, “Probability distribution and
link function” used for the GLMM that best fitted the data (see Methods). Significance
of each “Term” of the model was assessed with ANOVA type 2, which outputted the re-
spective “Chisq” and “P”-value with the specified degrees of freedom (“DF”). The traits
considered are height (cm), number of leaves, leaf size (cm), number of stems, flowering
(binary: yes or no. Excluded at week 8, since all plants are flowering), proportion of flow-
ering stems (including only flowering individuals), number of inflorescences, inflorescence
size (mm, average of 3 inflorescences measured per plant), overall flowering (inflorescence
number x size; as an integrative flowering measure) and biomass (reproductive, vegetative
and total). See Methods for more information. In green, models used in Figure 1; in
blue, models used in Figure 2; in orange, models used in Figure S3; highlighted in yellow,
significant sex-by-population interactions; in bold, significant results (P< 0.05).
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Height

Data Probability distribution and
link function

Term DF Chisq P

Overall model gaussian
log link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
2
1
2
2
2

63.7469309
6.5934002
6521.559524
1.2646441
60.9566951
26.9118293
0.6109309

1.414738e-15
1.023575e-02
0.000000e+00
2.607739e-01
5.799918e-14
1.432750e-06
7.367804e-01

Week 2
sex:chr.race

gaussian
log link

sex
chr.race
sex:chr.race

1
1
1

1.398911
8.883597
10.681468

0.236906072
0.002877440
0.001082142

Week 2
sex in chrNC

gaussian
log link

sex 1 5.758235 0.01641

Week 2
sex in chrTX

gaussian
log link

sex 1 7.0128 0.008093

Week 2
sex:population

gaussian
log link

sex
population
sex:population

1
28
28

0.9044198
120.4373685
56.8418676

3.415994e-01
1.962462e-13
1.014406e-03

Week 2
sex:population
in chrNC

gaussian
log link

sex
population
sex:population

1
13
13

7.756766
42.041275
31.387678

0.00535116836
0.00006448248
0.00295804878

Week 2
sex:population
in chrTX

gaussian
log link

sex
population
sex:population

1
14
14

6.673605
51.331086
18.475703

0.00978510643
6
0.00000364796
8
0.18596555656
0

Week 4 and 8
sex:chr.race

gaussian
identity link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

6.51473643
9.67085386
9534.27017079
1.18668734
75.28170565
1.91703140
0.08981531

1.069842e-02
1.872143e-03
0.000000e+00
2.759988e-01
4.081237e-18
1.661843e-01
7.644121e-01

Week 4
sex:chr race

gaussian
log link

sex
chr.race
sex:chr.race

1
1
1

49.3117208
13.0041815
0.7050846

2.183540e-12
3.107962e-04
4.010805e-01

Week 4
sex:population

gaussian
identity link

sex
population
sex:population

1
28
28

34.01873
306.96430
25.84712

5.458412e-09
1.014322e-48
5.814477e-01

Week 8
sex:chr race

gaussian
identity link

sex
chr.race
sex:chr.race

1
1
1

43.5352902
3.4805425
0.4136996

4.163823e-11
6.209438e-02
5.200977e-01

Week 8
sex:population

gaussian
identity link

sex
population
sex:population

1
28
28

42.84307
124.38003
34.31265

5.931183e-11
4.120350e-14
1.907682e-01
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Number of leaves

Data Probability distribution
and link function

Term DF Chisq P

Overall model poisson
log link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
2
1
2
2
2

73.416745
7.270067
22192.361799
2.974602
75.198294
731.792670
7.597839

1.049718e-17
7.011317e-03
0.000000e+00
8.458094e-02
4.687032e-17
1.239484e-159
2.239496e-02

Week 2
sex:chr.race

poisson
log link

sex
chr.race
sex:chr.race

1
1
1

1.7288694
119.2117480
0.1774768

1.885554e-01
9.412581e-28
6.735506e-01

Week 2
sex:population

poisson
log link

sex
population
sex:population

1
28
28

1.2058196
187.9635
10.5318687

0.2721616
1.268683e-25
0.9988671

Week 4 and 8
sex:chr.race

poisson
log link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

89.02813
1.3142692
654.9329
8.618317291
30.176146505
233.9688
1.240379

3.892376e-21
0.2516231
1.889297e-144
0.003327991
0.0000000394532
8.125592e-53
0.265398

Week 4
sex:chr.race

poisson
log link

sex
chr.race
sex:chr.race

1
1
1

12.6242005920
84.43197
0.7229596

0.0003807847
3.976658e-20
0.3951748

Week 4
sex:population

poisson
log link

sex
population
sex:population

1
28
28

12.7083088276
670.6441
30.1928560

0.0003640345
2.662750e-123
0.3540585

Week 8
sex:chr.race

poisson
log link

sex
chr.race
sex:chr.race

1
1
1

207.2982e
2.3678743
6.954425910

5.337548e-47
0.1238556
0.008361212

Week 8
sex:chr.race
in chrNC

poisson
log link

sex 1 44.646 2.361e-11

Week 8
sex:chr.race
in chrTX

poisson
log link

sex 1 170.09 7.071646e-39

Week 8
sex:population

poisson
log link

sex
population
sex:population

1
28
28

205.6912
313.1892
66.214854104

1.196685e-46
5.848013e-50
0.00006179246

Week 8
sex:population
in chrNC

poisson
log link

sex
population
sex:population

1
13
13

44.89326
68.1016174969
38.9824332442

2.080726e-11
0.0000000017914
0.0002012385

Week 8
sex:population
in chrTX

poisson
log link

sex
population
sex:population

1
14
14

168.6908
240.0367
20.2902589

1.429244e-38
3.287855e-43
0.1212526
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Leaf size

Data Probability distribution and
link function

Term DF Chisq P

Overall model (weeks
4 and 8)

gaussian
identity link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

21.179459869559
0.3881972
18.89039239322
0.4726430
16.53367156729
174.192938878060
0.02318004

0.000004182227
0.5332486
0.00001384482
0.4917738
0.00004779377
8.983599e-20
0.87898982

Week 4
sex:chr.race

gamma
log link

sex
chr.race
sex:chr.race

1
1
1

1.9209890
14.8741446736
3.21651121

0.1657477
0.0001149275
0.07289885

Week 4
sex:population

gamma
log link

sex
population
sex:population

1
26
26

1.8308243
134.6411
31.5174769

0.1760302
6.699526e-16
0.2945879

Week 8
sex:chr.race

gamma
log link

sex
chr.race
sex:chr.race

1
1
1

30.15011275927874
4.61881143
0.1594230

0.00000003998639
0.03162314
0.6896883

Week 8
sex:population

gamma
log link

sex
population
sex:population

1
28
28

30.27703310106227
110.5428
25.8315415

0.00000003745346
9.281919e-12
0.5823039

Number of stems

Data Probability distribution and
link function

Term DF Chisq P

Overall model (weeks
4 and 8)

poisson
log link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

25.06500340
34.574535198
1614.186 0.2770829
47.44892
138.8962 0.6449624

0.0000005542978
0.0000000041023
0.000
0.5986196
5.645595e-12
4.640930e-32
0.4219195

Week 4
sex:chr.race

poisson
log link

sex
chr.race
sex:chr.race

1
1
1

70.47907
24.792432923
658 0.2550384

4.651755e-17
0.0000006384763
0.6135495

Week 4
sex:population

poisson
log link

sex
population
sex:population

1
27
27

63.90558
335.3494
29.3300887

1.305272e-15
6.108677e-55
0.3450777

Week 8
sex:chr.race

poisson
log link

sex
chr.race
sex:chr.race

1
1
1

1.169665
34.902336126
0.2554038

0.279470
0.00000000346660.
6132955

Week 8
sex:population

poisson
log link

sex
population
sex:population

1
28
28

1.5619531
123.0334
18.1040272

0.2113795
7.032193e-14
0.9234987
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Flowering

Data Probability distribution and
link function

Term DF Chisq P

Overall model
(weeks 4 and 8)

binomial
logit link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

218875.1 24046.87
>1e+10
5140.366 >1e+10
>1e+10
>1e+10

1e<-16
1e<-16
1e<-16
1e<-16
1e<-16
1e<-16
1e<-16

Week 4
sex:chr.race

gaussian
identity link

sex
chr.race
sex:chr.race

1
1
1

1.229424e+02
1.3760826
0.7082089

1.435582e-28
0.2407696
0.4000391

Week 4
sex:population

gaussian
identity link

sex
population
sex:population

1
27
27

1.234959e+02
79.372986333675
33.1143852

1.086132e-28
0.000000469827
0.1933213

Proportion of flowering stems

Data Probability distribution
and link function

Term DF Chisq P

Overall model
(weeks 4 and 8)

binomial
logit link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

20.498521424223
0.02115992
8.319732e+01
5.98982707
0.05774818
3.34391227
2.1932536

0.000005967733
0.88434416
7.425829e-20
0.01438861
0.81009109
0.06745405
0.1386162

Week 4
sex:chr.race

gaussian
log link

sex
chr.race
sex:chr.race

1
1
1

7.41244915556
2.1013490
7.455491328

0.00003008491
0.1471692
0.006324321

Week 4
sex in chrNC

gaussian
log link

sex 1 0.1566383 0.6922706

Week 4
sex in chrTX

gaussian
log link

sex 1 23.333985962420 0.000001361725

Week 4
sex:population

gaussian
identity link

sex
population
sex:population

1
27
27

6.390558e+01
3.353494e+02
29.3300887

1.305272e-15
6.108677e-55
0.3450777

Week 4
sex:population
chrNC

gaussian
identity link

sex
population
sex:population

1
4
4

0.01251367
3.4241860
3.6814761

0.91093084
0.4894992
0.4508259

Week 4
sex:population
chrTX

gaussian
identity link

sex
population
sex:population

1
11
11

27.7445413269345
7.8970446
13.2382196

0.000000138438
0.7224957
0.2780411

Week 8
sex:chr.race

gaussian
identity link

sex
chr.race
sex:chr.race

1
1
1

9.123334479
0.01248944
0.3001888

0.002523695
0.91101675
0.5837641

Week 8
sex:population

gaussian
identity link

sex
population
sex:population

1
28
28

8.390999467
28.3408332
50.28895921

0.003770835
0.4465005
0.00600363
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Number of inflorescences (of already flowering individuals)

Data Probability distribution and
link function

Term DF Chisq P

Overall model (weeks
4 and 8)

posison
log link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

4.423842e+02
12.422035754
1 4368.343
1.1690967
2.281527e+02
5.814865e+01
0.5451541

3.277623e-98
0.0004242975
0.000
0.2795869
1.507389e-51
2.430404e-14
0.4603045

Week 4
sex:chr.race

poisson
log link

sex
chr.race
sex:chr.race

1
1
1

18.072243757
78 3.03020004
0.2635288

0.00002126793
0.08172794 0.6077061

Week 4
sex:population

poisson
log link

sex
population
sex:population

1
26
26

19.176334995
43
51.350271779
33.282751

0.00001191818
0.002161479 0.154052

Week 8
sex:chr.race

poisson
log link

sex
chr.race
sex:chr.race

1
1
1

1497.218
12.204404740
6 3.060074

0.000 0.0004767681
0.080238

Week 8
sex:population

poisson
log link

sex
population
sex:population

1
28
28

1.474375e+03
1.398100e+02
1.600115e+02

1.432790e-322
8.178347e-17
1.888116e-20

Inflorescence size

Data Probability distribution and
link function

Term DF Chisq P

Overall model (weeks
4 and 8)

gaussian
log link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

147.0124
13.6371083489
4826.634
8.30738953
12.4552880108
33.30802265800
2180 0.1530384

7.798701e-34
0.0002217587
1e<-16
0.00394841
0.0004168101
0.00000000786574
7 0.6956485

Week 4
sex:chr.race

gaussiain
log link

sex
chr.race
sex:chr.race

1
1
1

17.47593071722
25.27507717795
22 3.9829281

0.00002909682
0.0000004970905
0.0459636

Week 4
sex in chrNC

gaussian
log link

sex 1 0.2454831 0.6202737

Week 4
sex in chrTX

gaussian
log link

sex 1 18.45961013566 0.00001735435

Week 4
sex:population

gamma
log link

sex
population
sex:population

1
26
26

13.702738148
78.47495628019
94
45.61025616

0.000214142
0.0000003594530.0
1008064

Week 4
sex:population
chrNC

gamma
log link

sex
population
sex:population

1
1
1

0.2017679
29.244383789
34.0904502028

0.6532976
0.003623662
0.0006527382

Week 4
sex:population
chrTX

gamma
log link

sex
chr.race
sex:chr.race

1
1
1

0.2017679
29.244383789
34.0904502028

0.6532976
0.003623662
0.0006527382
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Week 8
sex:chr.race

gamma
log link

3.246676e+02
13.0536850885
32.00790194916
922

1.393839e-72
0.0003026883
0.000000015354

Week 8
sex chrNC

gamma
log link

sex 1 4.203878e+01 8.948107e-11

Week 8
sex chrTX

gamma
log link

sex 1 2.915468e+02 2.288311e-65

Week 8
sex:population

gamma
log link

sex
population
sex:population

1
28
28

308.2576
216.2465
48.973760740

5.233551e-69
5.550972e-31
0.008399235

Week 8
sex:population
chrNC

gamma
log link

sex
population
sex:population

1
13
13

44.57819
43.166615154
6.0426625

2.443994e-11
0.00004214201
0.9445865

Week 8
sex:population
chrTX

gamma
log link

sex
population
sex:population

1
14
14

301.6316
121.5143
27.7636863

1.453149e-67
3.177501e-19
0.0152908

Estimated total flower number

Data Probability distribution and
link function

Term DF Chisq P

Overall model
(weeks 4 and 8)

gaussian
log link

sex
chr.race
timepoint
sex:chr.race
sex:timepoint
chr.race:timepoint
sex:chr.race:timepoint

1
1
1
1
1
1
1

0.00735907
0.0002322504
133.28
0.0005282701
154.36
125.81
1.6882950

0.93163731
0.9878408974
1e<-16
0.9816629335
1e<-16
1e<-16
0.1938259

Week 4
sex:chr.race

gamma
log link

sex
chr.race
sex:chr.race

1
1
1

23.147304667792
11.0180742999
0.1352528

0.0000015005
34
0.0009022776
0.7130468

Week 4
sex:population

gamma
log link

sex
population
sex:population

1
26
26

84396.1
2985257
2247414

1e<-16
1e<-16
1e<-16

Week 8
sex:chr.race

gaussian
log link

sex
chr.race
sex:chr.race

1
1
1

88.54569
1.2545504
12.2610210007

4.967414e-21
0.2626852
0.0004625184

Week 8
sex chrNC

gaussian
log link

sex 1 54.109 1.896e-13

Week 8
sex chrTX

gaussian
log link

sex 1 12.081 0.0005094

Week 8
sex:population

gaussian
log link

sex
population
sex:population

1
28
28

86.32863
136.8871
96.565107947120438

1.523864e-20
2.692196e-16
0.0000000018
12

Week 8
sex:population
chrNC

gaussian
log link

sex
population
sex:population

1
13
13

47.57167
54.5243803292198
34.8779429371

5.302924e-12
0.0000004896
37
0.0008840001

Week 8
sex:population

gaussian
log link

sex
population

1
14

12.6518515139
103.6572

0.0003751939
9.407107e-16
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chrTX sex:population 14 25.6856266 0.0283721

Biomass (reprod figure + text; veg figure)

Data Probability distribution
and link function

Term DF Chisq P

Reproductive biomass
sex:chr.race

gaussian
log link

sex
chr.race
sex:chr.race

1
1
1

1.6597645
2.96716602
4.59407313

0.1976351
0.08497059
0.03208269

Reproductive biomass
sex:chr.race
chrNC

gaussian
log link

sex 1 4.8975 0.0269

Reproductive biomass
sex:chr.race
chrTX

gaussian
log link

sex 1 0.0358 0.8499

Reproductive biomass
sex:population

gaussian
log link

sex
population
sex:population

1
28
28

1.3818597
59.1968599805
37.8861887

0.2397846
0.0005152761
0.1005714

Reproductive biomass
sex:population
chrNC

gaussian
log link

sex
population
sex:population

1
13
13

5.0284297
9.0509717
12.9372494

0.0249345
0.7690831
0.4526703

Reproductive biomass
sex:population
chrTX

gaussian
log link

sex
population
sex:population

1
14
14

0.1694783
44.424483782
4 25.06949530

0.6805759
0.00005055958
0.03388748

Vegetative biomass
sex:chr.race

gamma
log link

sex
chr.race
sex:chr.race

1
1
1

174.3556
1.3031933
0.3122547

8.278210e-40
0.2536308
0.5762999

Vegetative biomass
sex:population

gamma
log link

sex
population
sex:population

1
28
28

190.1270
127.3601
37.2637506

2.982722e-43
1.255878e-14
0.1131571

Total biomass
sex:chr.race

gamma
log link

sex
chr.race
sex:chr.race

1
1
1

163.5808
0.9036169
0.05196842

1.867832e-37
0.3418137
0.81967281

Total biomass
sex: population

gamma
log link

sex
population
sex:population

1
28
28

178.6623
122.2484
37.2204009

9.494910e-41
9.596837e-14
0.1140791
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Table S2: Variation of sexual dimorphism along ecological gradients for populations of
Rumex hastatulus. Results of multiple regression of percent sexual dimorphism (%SD)
of different reproductive and vegetative traits at weeks 4 and 8 among populations on
altitude, latitude and longitude. Only significant contributions are displayed. Specific
models are: No. leaves (week 8) = 160.255 - 4.496 Latitude (R2 = 0.35, P = 0.0004); No.
stems (week 4) = -12.146 - 0.245 Altitude (R2 = 0.22, P = 0.007); No. stems (week 8) =
117.864 - 3.614 Latitude (R2 = 0.16, P = 0.0374); No. inflorescences (week 8) = 48.208
+ 0.2535 Altitude (R2 = 0.14, P = 0.027); Inflorescence size (week 4) = -894.198 + 28.31
Latitude (R2 = 0.29, P = 0.0023); Inflorescence size (week 4) = 441.094 -4.806 Longitude
(R2 = 0.23, P = 0.0065); Inflorescence size (week 8) = 60.5 -0.996 Longitude (R2 = 0.4261,
P = 7.43e-05); Total flower number (week 4) = 602.548 - 6.748 Longitude (R2 = 0.17, P
= 0.018); Total flower number (week 4) = -1121.55 + 35.03 Latitude (R2 = 0.16, P =
0.022); Total flower number (week 8) = 580.979 + 0.338 Altitude - 10.03 Latitude - 3.044
Longitude (R2 = 0.33, P = 0.004). Color indicates the direction of the correlation (red for
positive and blue for negative). *: 0.01 < P < 0.05, **: 0.001 < P < 0.01, ***: P < 0.001
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Table S3: Sexual dimorphism and sex-specific trait mean variation along climatic gradients
for populations of Rumex hastatulus. For each trait, grey (first) line shows the correlation
coefficients and P-values of the significant results of the multiple regression analyses (Ta-
ble S2): percent sexual dimorphism (%SD) across populations regressed on mean annual
temperature (bio1, see Figure S4 for more details on climatic variables), annual temper-
ature range (bio7) and total annual precipitation (bio12). See Methods for more details
and Figure 5 for full models. Green (second) and orange (third) lines show coefficients and
P-values of regression of respectively female and male trait means on bioclimatic variables.
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Dataset S1: Overall count data in parentals and hybrids estimated using Kallisto. Each

column contains count gene expression for a particular sample. Each sample is labeled as

follows: 1 2 3. 1 indicates the maternal (F) and paternal (M) lines of the hybrid cross.

2 is the tissue and sex: fh (female heads), fo (female ovaries), mh (male heads) and mt

(male testes). 3 is the replicate: R1 or R2. Expression data for samples 392F x 757M mh

R2, 392M x 392F mt R2 and 808M x 208F mt R2 are removed due to low quality, and

not used in any analysis. The last two columns (chr and start) are the chromosome and

position of the gene.

The dataset corresponds to Dataset S1 in this link: https://doi.org/10.15479/AT:

ISTA:12933

Dataset S2: Overall TPM data in parentals and hybrids estimated using Kallisto. Each

column contains TPM gene expression for a particular sample. Each sample is labeled as

follows: 1 2 3. 1 indicates the maternal (F) and paternal (M) lines of the hybrid cross.

2 is the tissue and sex: fh (female heads), fo (female ovaries), mh (male heads) and mt

(male testes). 3 is the replicate: R1 or R2. Expression data for samples 392F x 757M mh

R2, 392M x 392F mt R2 and 808M x 208F mt R2 are removed due to low quality, and

not used in any analysis. The last two columns (chr and start) are the chromosome and

position of the gene. This dataset is used for the inheritance patterns classification.

The dataset corresponds to Dataset S2 in this link: https://doi.org/10.15479/AT:

ISTA:12933

Dataset S3: Overall parental and allele-specific hybrid count expression estimated

using ASETigar. Each column contains count gene expression for a particular sample.

https://doi.org/10.15479/AT:ISTA:12933
https://doi.org/10.15479/AT:ISTA:12933
https://doi.org/10.15479/AT:ISTA:12933
https://doi.org/10.15479/AT:ISTA:12933
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Parental overall expression data has been estimated using the ASETigar pipeline (see

Methods) so that the estimates are comparable to the allelic expression in the hybrids.

Expression for each specific pairwise comparison is labeled as 1 2 34 5. 1 and 2 are the two

lines being compared, 3 is the tissue and sex: fh (female heads), fo (female ovaries), mh

(male heads) and mt (male testes), 4 is the replicate: R1 or R2. 5 is the line (corresponding

with 1 or 2) for which expression is estimated. Hybrid allelic expression estimates are

labeled as 1Fx2M 3 4 5. 1 and 2 indicate the maternal and paternal lines of the hybrid

cross, respectively. 3 is the tissue and sex, 4 the replicate and 5 the line (corresponding

with 1 or 2) for which allele-specific expression is estimated. Expression data for samples

392F x 392M mt R2, 208Fx808M mt R2 and 392Fx757M mh R2 are removed due to

low quality and not used in the analysis. The last two columns (chr and start) are the

chromosome and position of the gene. This dataset is used to estimate cis regulatory

effects via the two described methods: only hybrid allele-specific expression was used for

CR, PO and MG estimates following Takada et al. (2017)’s pipeline; parental and hybrid

allelic expression was used for the cis vs trans estimates of regulatory variation following

McManus et al. (2010)’s approach.

The dataset corresponds to Dataset S3 in this link: https://doi.org/10.15479/AT:

ISTA:12933

Dataset S4: Overall parental and allele-specific hybrid FPKM expression estimated

using ASETigar. Each column contains FPKM gene expression for a particular sample.

Parental overall expression data has been estimated using the ASETigar pipeline (see

Methods) so that the estimates are comparable to the allelic expression in the hybrids.

Expression for each specific pairwise comparison is labeled as 1 2 34 5. 1 and 2 are the two

lines being compared, 3 is the tissue and sex: fh (female heads), fo (female ovaries), mh

(male heads) and mt (male testes), 4 is the replicate: R1 or R2. 5 is the line (corresponding

with 1 or 2) for which expression is estimated. Hybrid allele-specific expression estimates

are labeled as 1Fx2M 3 4 5. 1 and 2 indicate the maternal and paternal lines of the hybrid

cross, respectively. 3 is the tissue and sex, 4 the replicate and 5 the line (corresponding

with 1 or 2) for which allele-specific expression is estimated. Expression data for samples

392F x 392M mt R2, 208Fx808M mt R2 and 392Fx757M mh R2 are removed due to

low quality and not used in the analysis. The last two columns (chr and start) are the

chromosome and position of the gene.

The dataset corresponds to Dataset S4 in this link: https://doi.org/10.15479/AT:

ISTA:12933
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Figure S1: Outline of the experimental design. We randomly selected 6 DGRP lines
without Wolbachia infection and main inversions and matched them into three pairs:
DGRP-757 x DGRP-392, DGRP-208 x DGRP-808 and DGRP-83 x DGRP-332. For each
pair, we performed within- and both reciprocal between-line crosses and obtained sex-
specific head and gonad gene expression for two replicates of each sample.
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Table S1: Number of genes showing significant cis-regulatory (CR), parent-of-origin (PO)
and maternal genotype (MG) effects in each tissue, sex and cross for both autosomal (grey)
and X-linked (white) genes.
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Figure S2: Inferred cis and trans regulatory mechanisms. Scatter plots of the relative
averaged allele-specific expression levels in parental (P) vs hybrid (H, averaged across
reciprocals) datasets in each sex, tissue and cross. Each dot is a gene and is color-coded
according to the inferred mechanism of expression regulation: cis (green), trans (red),
compensatory (yellow), cis+trans (blue) and cis*trans (purple).
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Figure S3: Inferred cis and trans regulatory mechanisms in both reciprocal crosses sep-
arately. A) Scatter plots of the relative allele-specific expression levels in parentals (P)
vs hybrids (H) in each sex, tissue and reciprocal (AxB and BxA in first and second pan-
els, respectively) for each cross. Each dot is a gene and is color-coded according to the
inferred mechanism of expression regulation: cis (green), trans (red), compensatory (yel-
low), cis+trans (blue) and cis*trans (purple). B) Proportion of genes with each inferred
regulatory mechanism in each sex, tissue and reciprocal cross. Significance groups reveal-
ing differences in the proportion of genes classified as having cis (black) and trans (white)
regulation across all samples (two-proportions z-test at p-value < 0.05) are denoted by
different letters (a–e and a-k).
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Figure S4: Overlap in cis-regulatory effects between samples. The color indicates the ratio
between observed and expected overlap in CR effects between pairs of samples, red (blue)
indicating larger (smaller) overlap than expected. fh: female heads, fo: female ovaries, mh:
male heads, mt: male testes. The stars indicate significance: ∗ ∗ ∗ : p-value > 0.001; ∗∗ :
p-value < 0.01; ∗ : p-value < 0.05; non-significant (-): otherwise (Chi-squared tests).
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Figure S5: Inheritance patterns inferred using fold-differences. A) Scatter plots of the rela-
tive overall expression between hybrids (H) and parentals (P) in each sex, tissue and cross,
averaged across reciprocals. Each dot is a gene and is color-coded according to the inheri-
tance pattern, inferred using hierarchical classification based on fold expression differences
between P and H. B) Proportion of genes with each inferred inheritance mechanism per
sample. Significance groups revealing differences in the proportion of genes displaying
additive and dominant –in both directions combined (in white and black respectively)–
across samples (two-proportions z-test at p-value < 0.05) are denoted by different letters
(a–i and a-e).
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Figure S6: Inheritance patterns inferred using fold-differences in reciprocal crosses sepa-
rately. A) Scatter plots of the relative overall expression between hybrids (H) and parentals
(P) in each sex, tissue and both reciprocals (AxB and BxA in first and second panels,
respectively) for each cross. Each dot is a gene and is color-coded according to the inheri-
tance pattern, inferred using hierarchical classification based on fold expression differences
between P and H. B) Proportion of genes with each inferred inheritance mechanism per
sample. Significance groups revealing differences in the proportion of genes displaying
additive and dominant –in both directions combined– (in white and black respectively)
across samples (two-proportions z-test at p-value < 0.05) are denoted by different letters
(a–i and a-e).
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Figure S7: Inheritance patterns inferred using statistical tests. Instead of fold differences,
the classification into the various inheritance patterns was done via statistical testing for
differences in expression between parentals and hybrid crosses (pooling the reciprocals
together) using DEseq2 at FDR< 0.05. A) Scatter plots of the relative overall expression
between hybrids (H) and parentals (P) in each sex, tissue and cross. Each dot is a gene and
is color-coded according to the inferred inheritance pattern, according to the legend in B).
B) Proportion of genes with each inferred inheritance mechanism per sample. Significance
groups revealing differences in the proportion of genes displaying additive and dominant
–in both directions combined– (in white and black respectively) across samples (two-
proportions z-test at p-value < 0.05) are denoted by different letters (a–b and a-c).
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Figure S1: Distribution of the number of SNPs associated with each gene in each analysis.
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Figure S2: Distribution of the number of genes associated with each eQTL in each analysis.
Light distributions (with black y axis to the left) are for trans interactions and dark
distributions (with grey y axis to the right) are for cis interactions.

Figure S3: Distribution of effect sizes for each analysis, in cis (dark) and trans (light
distributions). The effect sizes correspond to the coefficients of determination (variance
explained) of each particular SNP-gene association.
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Figure S4: Manhattan plot of an example where eQTL associations generate variation in
sex bias by affecting expression in females (but not males). P-values of the association
of each SNP genome-wide with expression of gene FBgn0027596 in female ovaries, male
testes and sex bias gonads. Only significant hits (FDR < 0.05) are plotted. Cis and trans

interactions are plotted in orange and blue. The horizontal lines in the lowest subplot
display the location of the 16 segregating inversions in the genome, and the blue square
the location of the gene.
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Figure S5: Manhattan plot of an example of sex-biased eQTL associations (affecting
expression in the same direction but at different magnitude in the two sexes) generating
variation for sex bias. P-values of the association of each SNP genome-wide with expression
of gene FBgn0261647 in female ovaries, male testes and sex bias gonads. Only significant
hits (FDR < 0.05) are plotted. Cis and trans interactions are plotted in orange and
blue. The horizontal lines in the lowest subplot display the location of the 16 segregating
inversions in the genome, and the blue square the location of the gene.
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Figure S6: Manhattan plot of an example where sexually-antagonistic mutations (affect-
ing expression in different directions in the two sexes – see subplot of the sex-specific
distribution of the regression coefficients for the significant hits) generating variation for
sex bias. P-values of the association of each SNP genome-wide with expression of gene
FBgn0035590 in female ovaries, male testes and sex bias gonads. Only significant hits
(FDR < 0.05) are plotted. Cis and trans interactions are plotted in orange and blue. The
horizontal lines in the lowest subplot display the location of the 16 segregating inversions
in the genome, and the blue square the location of the gene.
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1 Derivation of the allelic equation

Consider an allele segregating at frequency xf and xm with phenotypic effect af and

am in females and males, respectively, with an overall frequency x ≡ (xf + xm)/2

in the population. The expected change in the allele’s overall frequency in a single

generation is given by

E[∆x] =
1

2
(∆xf +∆xm) , (S.1)

where

∆xf ≡ xfxmW̄ 0 +
1

2
(xf (1− xm) + xm (1− xf )) W̄ 1

xfxmW̄ 0 + (xf (1− xm) + xm (1− xf )) W̄ 1 + (1− xf ) (1− xm) W̄ 2

− xf ,

(S.2)

∆xm ≡ xfxmV̄ 0 +
1

2
(xf (1− xm) + xm (1− xf )) V̄ 1

xfxmV̄ 0 + (xf (1− xm) + xm (1− xf )) V̄ 1 + (1− xf ) (1− xm) V̄ 2

− xm

(S.3)

and W̄ i and V̄ i denote the average fitness of females and males, respectively, with

i = 0, 1 or 2 copies of the allele, where the averaging is over the distribution of

contributions to the phenotype from other sites (Kidwell et al., 1977). Rewriting

Equations S.2 and S.3 in terms of the overall allele frequency, x, and the difference

in allele frequency between males and females, δfm = xf − xm, yields
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∆xf =
x (1− x)

(︁

x
(︁

W̄ 0 − W̄ 1

)︁

+ (1− x)
(︁

W̄ 1 − W̄ 2

)︁)︁

2W
+

δ2fm

8W

(︁

W̄ 1 − W̄ 0 − x
(︁

2W̄ 1 − W̄ 0 − W̄ 2

)︁)︁

and (S.4)

∆xm =
x (1− x)

(︁

x
(︁

V̄ 0 − V̄ 1

)︁

+ (1− x)
(︁

V̄ 1 − V̄ 2

)︁)︁

2V

+
δ2fm

8V

(︁

V̄ 1 − V̄ 0 − x
(︁

2V̄ 1 − V̄ 0 − V̄ 2

)︁)︁

, (S.5)

where

W ≡ x2W̄ 0 + 2x (1− x) W̄ 1 + (1− x)2 W̄ 2 +
δ2fm
4

(︁

2W̄ 1 − W̄ 0 − W̄ 2

)︁

and (S.6)

V ≡ x2V̄ 0 + 2x (1− x) V̄ 1 + (1− x)2 V̄ 2 +
δ2fm
4

(︁

2V̄ 1 − V̄ 0 − V̄ 2

)︁

. (S.7)

(Tim Connallon, personal correspondance).

We expect deviations from Hardy-Weinburg to be negligible and we neglect terms

of O
(︁

δ2fm
)︁

, arriving at

∆xf ≈ x (1− x)
(︁

x
(︁

W̄ 0 − W̄ 1

)︁

+ (1− x)
(︁

W̄ 1 − W̄ 2

)︁)︁

2W
, (S.8)

∆xm ≈ x (1− x)
(︁

x
(︁

V̄ 0 − V̄ 1

)︁

+ (1− x)
(︁

V̄ 1 − V̄ 2

)︁)︁

2V
(S.9)

with

W ≈ x2W̄ 0 + 2x (1− x) W̄ 1 + (1− x)2 W̄ 2 and (S.10)

V ≈ x2V̄ 0 + 2x (1− x) V̄ 1 + (1− x)2 V̄ 2. (S.11)

Equations S.8 and S.9 are identical in form to the expression for E[∆x] for a single

sex with a Gaussian fitness function. An identical derivation as that in Appendix

3, Section 1.1 of Hayward and Sella (2022), therefore shows that provided a ≪√
VS, VA ≪ VS and Df , Dm ⪅

√
VS (with Df and Dm the distances of the male and
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female mean trait values from their respective optima), then

∆xf ≈
afDf (2γ

2
f )

VS

x(1− x)−
a2f (2γ

2
f )

VS

x(1− x) (1/2− x) and (S.12)

∆xm ≈ amDm(2γ
2
m)

VS

x(1− x)− a2m(2γ
2
m)

VS

x(1− x) (1/2− x) . (S.13)

Consequently, the expected change in overall allele frequency in a single generation

(Equation S.1) is well approximated by

E[∆x] ≈
(︃

afDfγ
2
f

VS

+
amDmγ

2
m

VS

)︃

x(1− x)−
(︃

a2fγ
2
f

VS

+
a2mγ

2
m

VS

)︃

x(1− x) (1/2− x) .

(S.14)

2 Genetic variances and covariance at equilibrium

2.1 The number of segregating sites at equilibrium

At equilibrium the first two moments of change in allele frequency are given by

Eeq[∆x] = − a2

VS

x(1− x) (1/2− x) (S.15)

V [∆x] ≈ x(1− x)

2N
, (S.16)

where a ≡
√︂

a2fγ
2
f + a2mγ

2
m is the total phenotypic magnitude. Consequently, the

density of sites segregating with total phenotypic magnitude, a, and MAF x̃ per

unit mutational input is

2ρ (a, x̃) ≡

⎧

⎪

⎨

⎪

⎩

(2Nx) · 4 · Exp [−a2x̃(1− x̃)] /[x̃(1− x̃)] 0 ≤ x̃ ≤ 1/(2N)

4 · Exp [−a2x̃(1− x̃)] /[x̃(1− x̃)] 1/(2N) < x̃ ≤ 1/2

.

(S.17)

(Hayward & Sella, 2022, Appendix 3, Section 3). The mutational input per genera-

tion of alleles with total phenotypic magnitude, a, and angle, φ is 2NU · g(a) · h(φ),
where g(a) is the distribution of incoming effect magnitudes and h(φa) is the dis-

tribution of incoming effect angles. It follows that the density of sites segregating
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with total phenotypic magnitude, a, angle, φ , and MAF x̃ is

2NU · 2ρ (a, x̃) (S.18)

2.2 Computing the variances and covariance

The genic variance in females (β = f), and males (β = m), and the covariance

between the sexes (Equations ?? and ?? in the main text) can be rewritten as

VA,β =
L
∑︂

i

2a2i,βx̃i(1− x̃i); B =
L
∑︂

i

2ai,fai,mx̃i(1− x̃i); (S.19)

where, here, the x̃i are minor allele frequencies. Changing variables from sex-specific

effects ai,f and ai,m to the total phenotypic magnitude, ai, and the angle, φi,a (Equa-

tion 16 in the main text), these expressions become

VA,f =
1

γ2
f

L
∑︂

i

2a2i cos
2(φi,a)x̃i(1− x̃i), (S.20)

VA,m =
1

γ2
m

L
∑︂

i

2a2i sin
2(φi,a)x̃i(1− x̃i) (S.21)

B =
1

γfγm

L
∑︂

i

2a2i cos(φi,a)sin(φi,a)x̃i(1− x̃i) (S.22)

Approximating the sums in Equations S.20, S.21 and S.22 by integrals over the

density of segregating sites at equilibrium (Equation S.18), it follows that

VA,f =
1

γ2
f

∫︂ φa=2π

φa=0

∫︂ a=∞

a=0

∫︂ x̃=1/2

x̃=0

2a2cos2(φa)x̃(1− x̃)[2NU · 2ρ (a, x̃)]dx̃dadφa,

(S.23)

VA,m =
1

γ2
m

∫︂ φa=2π

φa=0

∫︂ a=∞

a=0

∫︂ x̃=1/2

x̃=0

2a2sin2(φa)x̃(1− x̃)[2NU · 2ρ (a, x̃)]dx̃dadφa

(S.24)

B =
1

γfγm

∫︂ φa=2π

φa=0

∫︂ a=∞

a=0

∫︂ x̃=1/2

x̃=0

2a2cos(φa)sin(φa)x̃(1− x̃)[2NU · 2ρ (a, x̃)]dx̃dadφa

(S.25)
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These expressions can be rewritten as

VA,f =
1

γ2
f

∫︂ 2π

0

cos2(φa)dφa · VA,T , (S.26)

VA,m =
1

γ2
m

∫︂ 2π

0

sin2(φa)dφa · VA,T (S.27)

B =
1

γfγm

∫︂ 2π

0

cos(φa)sin(φa)dφa · VA,T (S.28)

where

VA,T = 2NU ·
∫︂

∞

0

∫︂ 1/2

0

2a2x̃(1− x̃) · 2ρ (a, x̃) dx̃da = 2NU ·
∫︂

∞

0

v(a)g(a)da

(S.29)

where v(a) = 4a ·D+ (a/2) and D+ is the Dawson function (the second equality was

shown in Hayward & Sella, 2022, Appendix 3, Section 3.2).

3 Exploring the limits to shift size

We explore the range of magnitudes of shifts in sex-specific optima Λf ,Λm that

fulfill the assumptions of the analytical framework. Concretely, we ensure that the

shifts are substantially larger than the random fluctuations so that we can see a

signal (|Λf |, |Λm| > δ), but smaller than, or on the order of, the width of the fitness

function (|Λf |, |Λm| ⪅
√
VS). To test the limits to the shift size, we computed the

average of sex-specific variances divided by the analytical variance for various sizes in

shift size. As Figure S1 shows, with completely shared genetic architecture between

sexes (φa = π/4), the realized variance remains as expected for a shift size (scaled

by the width of the fitness function) of Λf ,Λm ⪅ 0.5
√
VS.

This tells us two things: on the one hand, that for shift sizes up to this magnitude

the analytics predict well the simulation outcomes, so it is the range we should

be using. However, this is likely to be relaxed when the genetic architecture is

(partially) sex-specific, since sex-specific trait means are going to be closer to their

optima, and thus to the center of the fitness functions.

On the other hand, we do not observe an increase in sex-specific variances within

this range, confirming the prediction derievd from Equation ?? that when effect sizes

are the same across sexes (φa = π4), selection acts exactly symmetrically across

sexes (VSf = VSm = VS) and both sexes undergo exactly opposite shifts in optima
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∆f = −∆m, sex-specific directionals elective forces exactly cancel out and individual

alleles do not experience directional selection.

4 Phenotypic evolution with multigenic genetic

architecture

With multigenic genetic architecture, selection in the rapid phase drives an increase

in 2nd and 3rd central moments of the phenoytpic distribution (Figure S2), which

lead to deviations in the phenotypic dynamics with respect to infinitesimal genetic

architecture, where the 2nd and 3rd central moments remain at the equilibrium values

throughout.

When considering Da, changes in the 2nd central moments tend to accelerate

phenotypic evolution during the rapid phase, while changes in 3rd central moments

delay them during equilibration, leading to the quasi-static approximation (Figure

S3, top). For Dd, there is a faster (slower) phenotypic evolution in the rapid phase

with changes in 2nd (3rd) central moments (Figure S3, bottom). Whether phenotypic

evolution given changes in the genetic architecture in the multigenic case are faster

or slower than in the infinitesimal case depend on whether the specific simulation

parameters lead to a higher increase in 2nd or 3rd central moments. This is well

illustrated in our three choices of intersex correlation, where phenotypic evolution

is faster, similar and slower with rfm = 0.90, 0.67, 0.33.

Figure S1: Exploring the limits to the shift size. Average of sex-specific variances divided
by the analytical variance (

VA,f+VA,m

2V ∗

A
) for various shift size scaled by the width of the

fitness function (Λf ,Λm/
√
VS). The error bars (often smaller than the dots themselves)

are the SEM around the averages across 25 replicates.
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Figure S2: Second and third central moments of the phenotypic distribution along time.
Top and bottom rows correspond to evolution after sexually-concordant and sexually-
dimoprhic shifts in optima, respectively corresponding to scenarios illustrated in main
Figure 2A (Λa = 0.25

√
VS and Λd = 0) and Figure 2B (Λa = 0 and Λd = 0.25

√
VS). Left,

average genetic variance, VA,a = 0.5(VA,f + VA,m) (average difference genetic variance,
VA,d = 0.5(V e

A,f −V e
A,m), is not depicted as it is close to zero along time). Middle, between-

sex covariance (B). Right, average and average difference third central moments of the
phenotypic distribution. Only the relevant 3rd central moment is shown, as µ3,d (µ3,a)
remains zero for sexually-concordant, top (sexually-dimorphic, bottom) adaptationn top
(bottom). Orange, green and blue indicate simulations with different intersex correlations
(rfm = 0.90, 0.67, 0.33). Simulations with multigenic (E(a2) = 16) and approximately
infinitesimal (E(a2) = 1) genetic architecture are respectively plotted in bright and dim
colors. Dashed horizontal lines correspond to the equilibrium values.

5 The quasi-static approximation

The quasi-static solution during equilibration relating the distances from the opti-

mum with the second and third moments in the multigenic case can be obtained by

setting E[∆Da] ≈ 0 and E[∆Dd] ≈ 0 in Equation 34 which, after working through

the algebra, yields:

D∗

a(t) ≈
µ3,a(t)

VA,a(t) + B(t)
· (1− ξ(t))− µ3,d(t)

VA,d(t)
· ξ(t)

D∗

d(t) ≈
µ3,d(t)

VA,a(t)− B(t)
· (1− ξ(t))− µ3,a(t)

VA,d(t)
· ξ(t) (S.30)

where

ξ(t) ≡
V 2
A,d(t)

V 2
A,a(t)− B2(t)− V 2

A,d(t)
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Figure S3: Phenotypic evolution in the multigenic case. Top row corresponds to Da

along time, for optima shift Λa = 0.25
√
VS and Λd = 0 leading to sexually-concordant

adaptation (Figure 2A). Bottom row corresponds toDd along time, for optima shift Λa = 0
and Λd = 0.25

√
VS , leading to sexually-dimoprhic adaptation (Figure 2B). Thick lines

correspond to simulations with multigenic genetic architecture, grey lines to the prediction
assuming infinitesimal architecture using Equation 28, and various types of thin lines to
predictions using various versions of Equation 33: dotted, with constant G’ matrix and
with µ3,a = µ3,d = 0, effectively coinciding with the prediction assuming infinitesimal
architecture; dash-dotted, with constant G’ matrix and with µ3,a, µ3,d updated generation-
wise according to their values in the simulations; dashed, with elements in the G’ matrix
updated generation-wise according to their values in the simulations and with µ3,a = µ3,d =
0; solid, with both 2nd and 3rd order moments updated generation-wise according to their
values in the simulations. First, second and third columns (orange, green, blue) correspond
to simulations with rfm = 0.90, 0.67, 0.33. For the simulations, we let the populations
evolve for 10N generations so they attain a selection-mutation-drift equilibrium before
applying the shift in optima. We have zoomed in the results so that the relevant dynamics
can be appreciated for all cases. The error bars (often not appreciable) represent SEM
across 200 replicates.

When things are perfectly symmetric between the sexes, the above simplifies

further since VA,d(t) should remain zero after the shift. In that case we get

D∗∗

a (t) ≈ µ3,a(t)

VA,a(t) + B(t)
; D∗∗

d (t) ≈ µ3,d(t)

VA,a(t)− B(t)
(S.31)

As Figure S4 shows, in the infinitesimal case at ta and td (end of rapid phase,

Equation 31) sex-specific means have matched their optima Da, Dd ≈ 0. However,

with multigenic genetic architecture there is a slower equilibration phase, which is

well-predicted by the quasi-static approximation (Equations S.31). This seems to

be independent from rfm, which determines ta and td, but not the dynamics of
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the quasi-static approximation. However, for rfm = 0.67 we see that the dynamics

are qualitatively different (approximation is similar for the infinitesimal as well as

multigenic case). Further characterization of the quasi-static approximation with

both genetic architectures and different rfm is ongoing work.

Figure S4: Quasi-static approximation during equilibration. Evolution of Da and Dd (first
and second rows), for sexually-concordant and sexually-dimorphic adaptation after shifts
in optima corresponding to Λa = 0.25

√
VS , Λd = 0 and Λa = 0, Λd = 0.25

√
VS (scenarios

depicted in Figure 2A and 2B, respectively) for rfm = 0.67, 0.33 (first and second columns,
in green and blue) with multigenic (E(a2) = 16, dark) and approximately infinitesimal
(E(a2) = 1, light) genetic architecture following equation 34. Black lines correspond to
the quasi-static approximation (Equations S.31). Grey lines correspond to the evolution
in Da, Dd in the infinitesimal case (Equation 28). We let the populations evolve for
10N generations so they attain a selection-mutation-drift equilibrium before the shift in
optima. The starting point of the current plots corresponds to the time where Da and
Dd to reach the typical deviation of the population mean from the optima at equilibrium,
δ =

√︁

VS/2N , which determines the end of the rapid phase and beginning of equilibration
(ta, td in Equation 31). The error bars represent SEM across 200 replicates.

6 Fixed background with multigenic genetic ar-

chitecture

Equations 37 and 38 predict well the evolution of the fixed background for both Fa

and Fd in the multigenic case, independently of rfm (Figure S4).
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Figure S5: The fixed background with multigenic genetic architecture. Fa (top) and Fd

(bottom), for sexually-concordant and sex-specific adaptation corresponding to scenar-
ios depicted in main Figure 2A (optima shift Λa = 0.25

√
VS , Λd = 0) and 2B (optima

shiftΛa = 0, Λd = 0.25
√
VS), respectively. Coloured lines correspond to simulations with

multigenic genetic architecture and the dashed black line corresponds to the prediction
according to Equations 37 and 38, for rfm = 0.90, 0.67, 0.33.
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