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It is a remarkable property of BCS theory that the ratio of the energy gap at zero

temperature Ξ and the critical temperature Tc is (approximately) given by a universal
constant, independent of the microscopic details of the fermionic interaction. This uni-

versality has rigorously been proven quite recently in three spatial dimensions and three
different limiting regimes: weak coupling, low density and high density. The goal of this

short note is to extend the universal behavior to lower dimensions d = 1, 2 and give an

exemplary proof in the weak coupling limit.
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1. Introduction

The Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity [1] is governed

by the BCS gap equation. For translation invariant systems without external fields

the BCS gap equation is

∆(p) = − 1

(2π)d/2

∫
Rd
V̂ (p− q) ∆(q)

E∆(p)
tanh

(
E∆(p)

2T

)
dq, (1.1)

with dispersion relation E∆(p) =
√

(p2 − µ)2 + |∆(p)|2. Here, T ≥ 0 denotes the

temperature and µ > 0 the chemical potential. We consider dimensions d ∈ {1, 2, 3}.

This is an Open Access article published by World Scientific Publishing Company. It is distributed

under the terms of the Creative Commons Attribution 4.0 (CC BY) License which permits use,
distribution and reproduction in any medium, provided the original work is properly cited.
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The Fourier transform of the potential V ∈ L1(Rd)∩LpV (Rd) (with a d-dependent

pV ≥ 1 to be specified below), modeling their effective interaction, is denoted by

V̂ (p) = (2π)−d/2
∫
Rd V (x)e−ip·xdx.

According to BCS theory, a system is in a superconducting state, if there exists

a nonzero solution ∆ to the gap equation (1.1). The question of existence of such a

nontrivial solution ∆ hinges, in particular, on the temperature T . It turns out, there

exists a critical temperature Tc ≥ 0 such that for T < Tc there exists a nontrivial

solution, and for T ≥ Tc it does not [10, Theorem 1.3 and Definition 1.4]. This crit-

ical temperature is one of the key (physically measurable) quantities of the theory

and its asymptotic behavior, in three spatial dimensions, has been studied in three

physically rather different limiting regimes: In a weak-coupling limit (i.e. replacing

V → λV and taking λ→ 0) [14, 7], in a low-density limit (i.e. µ→ 0) [11], and in

a high-density limit (i.e. µ→∞) [17].

As already indicated above, at zero temperature, the function E∆ may be inter-

preted as the dispersion relation of a certain “approximate” Hamiltonian of the

quantum many-body system, see [10, Appendix A]. In particular

Ξ := inf
p∈Rd

E∆(p), (1.2)

has the interpretation of an energy gap associated with the approximate BCS Hamil-

tonian and as such represents a second key quantity of the theory. Analogously to

the critical temperature, the asymptotic behavior of this energy gap, again in three

spatial dimensions, has been studied in the same three different limiting regimes:

In a weak coupling limit [14], in a low density limit [21], and in a high density

limit [18].

In this paper, we focus on a remarkable feature of BCS theory, which is well

known in the physics literature [1, 24, 19]: The ratio of the energy gap Ξ and critical

temperature Tc tends to a universal constant, independent of the microscopic details

of the interaction between the fermions, i.e. the potential V . More precisely, in three

spatial dimension, it holds that

Ξ

Tc
≈ π

eγ
≈ 1.76, (1.3)

where γ ≈ 0.577 is the Euler–Mascheroni constant, in each of the three physically

very different limits mentioned above. This result follows as a limiting equality by

combining asymptotic formulas for the critical temperature Tc (see [7, 14, 11, 17])

and the energy gap Ξ (see [14, 21, 18]) in the three different regimes. Although

these scenarios (weak coupling, low density, and high density) are physically rather

different, they all have in common that “superconductivity is weak” and one can

hence derive an asymptotic formula for Tc and Ξ as they depart from being zero (in

the extreme cases λ = 0, µ = 0, µ =∞, respectively). However, all the asymptotic

expressions are not perturbative, as they depend exponentially on the natural dimen-

sionless small parameter in the respective limit. We refer to the above-mentioned

original works for details.
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The goal of this note is to prove the same universal behavior (1.3), which has

already been established in three spatial dimension, also in dimensions d = 1, 2 in

the weak coupling limit (i.e. replacing V → λV and taking λ → 0). This situation

serves as a showcase for the methods involved in the proofs of the various limits in

three dimensions (see Remarks 3.6 and 3.9). Apart from the mathematical curiosity

in d = 1, 2, there have been recent studies in lower-dimensional superconductors in

the physics literature, out of which we mention one-dimensional superconducting

nanowires [23] and two-dimensional “magic angle” graphene [3].

In the remainder of this introduction, we briefly recall the mathematical formu-

lation of BCS theory, which has been developed mostly by Hainzl and Seiringer,

but also other co-authors [10, 7, 12]. Apart from the universality discussed here,

also many other properties of BCS theory have been shown using this formulation:

Most prominently, Ginzburg–Landau theory, as an effective theory describing super-

conductors close to the critical temperature, has been derived from BCS theory

[8, 9, 5, 6]. More recently, it has been shown that the effect of boundary supercon-

ductivity occurs in the BCS model [13]. We refer to [12] for a more comprehensive

review of developments in the mathematical formulation of BCS theory. The uni-

versal behavior in the weak coupling limit for lower dimensions d = 1, 2 is presented

in Sec. 2. Finally, in Sec. 3, we provide the proofs of the statements from Sec. 2.

1.1. Mathematical formulation of BCS theory

We will now briefly recall the mathematical formulation [10, 12] of BCS theory

[1], which is an effective theory developed for describing superconductivity of a

fermionic gas. In the following, we consider these fermions in Rd, d = 1, 2, at

temperature T ≥ 0 and chemical potential µ ∈ R, interacting via a two-body

potential V , for which we assume the following.

Assumption 1.1. We have that V is real-valued, reflection symmetric, i.e. V (x) =

V (−x) for all x ∈ Rd, and it satisfies V ∈ LpV (Rd), where pV = 1 if d = 1,

pV ∈ (1,∞) if d = 2.

Moreover, we neglect external fields, in which case the system is translation

invariant.

The central object in the mathematical formulation of the theory is the BCS

functional, which can naturally be viewed as a function of BCS states Γ. These

states are given by a pair of functions (γ, α) and can be conveniently represented

as a 2× 2 matrix valued Fourier multiplier on L2(Rd)⊕ L2(Rd) of the form

Γ̂(p) =

(
γ̂(p) α̂(p)

α̂(p) 1− γ̂(p)

)
, (1.4)

for all p ∈ Rd. In (1.4), γ̂(p) denotes the Fourier transform of the one-particle

density matrix and α̂(p) is the Fourier transform of the Cooper pair wave function.

2360005-3

R
ev

. M
at

h.
 P

hy
s.

 2
02

4.
36

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 I
N

ST
IT

U
T

E
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 A

U
ST

R
IA

 o
n 

01
/0

8/
25

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



September 12, 2024 9:49 WSPC/S0129-055X 148-RMP J070-2360005

J. Henheik, A. B. Lauritsen & B. Roos

We require reflection symmetry of α̂, i.e. α̂(−p) = α̂(p), as well as 0 ≤ Γ̂(p) ≤ 1 as

a matrix.

The BCS free energy functional takes the form

FT [Γ] :=

∫
Rd

(p2 − µ)γ̂(p)dp− TS[Γ] +

∫
Rd
V (x)|α(x)|2dx, Γ ∈ D, (1.5)

D :=

{
Γ̂(p) =

(
γ̂(p) α̂(p)

α̂(p) 1− γ̂(p)

)
: 0 ≤ Γ̂ ≤ 1, γ̂ ∈ L1(Rd, (1 + p2)dp),

α ∈ H1
sym(Rd)

}
,

where the entropy density is defined as

S[Γ] = −
∫
Rd

TrC2 [Γ̂(p) log Γ̂(p)]dp.

The minimization problem associated with (1.5) is well defined. In fact, the following

result has only been proven for d = 3 and V ∈ L3/2(R3), but its extension to

d = 1, 2 is straightforward.

Proposition 1.2 ([10], see also [12]). Under Assumption 1.1 on V, the BCS free

energy is bounded below on D and attains its minimum.

The BCS gap equation (1.1) arises as the Euler–Lagrange equations of this

functional [10]. Namely by defining ∆ = −2V̂ α, the Euler–Lagrange equation for α

takes the form of the BCS gap equation (1.1). Additionally, one has the following

linear criterion for the BCS gap equation to have nontrivial solutions. Again, so

far, a proof has only been given in spatial dimension d = 3 and for V ∈ L3/2(R3),

but its extension to d = 1, 2 is straightforward.

Theorem 1.3 ([10, Theorem 1]). Let V satisfy Assumption 1.1 and let µ ∈ R
as well as T ≥ 0. Then, writing FT [Γ] ≡ FT (γ, α), the following are equivalent.

(1) The minimizer of FT is not attained with α = 0, i.e.

inf
(γ,α)∈D

FT (γ, α) < inf
(γ,0)∈D

FT (γ, 0),

(2) There exists a pair (γ, α) ∈ D with α 6= 0 such that ∆ = −2V̂ α satisfies the

BCS gap equation (1.1),

(3) The linear operator KT + V, where KT (p) = p2−µ
tanh((p2−µ)/(2T )) has at least one

negative eigenvalue.

The third item immediately leads to the following definition of the critical tem-

perature Tc for the existence of nontrivial solutions of the BCS gap equation (1.1).
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Definition 1.4 (Critical Temperature, see [7, Definition 1]). For V satisfy-

ing Assumption 1.1, we define the critical temperature Tc ≥ 0 as

Tc := inf{T > 0 : KT + V ≥ 0}. (1.6)

By KT (p) ≥ 2T and the asymptotic behavior KT (p) ∼ p2 for |p| → ∞, Sobolev’s

inequality [22, Theorem 8.3] implies that the critical temperature is well defined.

The other object we study is the energy gap Ξ defined in (1.2). The energy gap

depends on the solution ∆ of the gap equation (1.1) at T = 0. A priori, ∆ may

not be unique. However, for potentials with non-positive Fourier transform, this

possibility can be ruled out.

Proposition 1.5 (see [14, (21)–(22) and Lemma 2]). Let V satisfy Assump-

tion 1.1 (and additionally V ∈ L1(R2) in case that d = 2). Moreover, we assume

that V̂ ≤ 0 and V̂ (0) < 0. Then, there exists a unique minimizer Γ of F0 (up to

a constant phase in α). One can choose the phase such that α has strictly positive

Fourier transform α̂ > 0.

In particular, we conclude that ∆ is strictly positive. Moreover, by means of the

gap equation (1.1), ∆ is continuous and thus Ξ > 0.

2. Main Results

As explained in the introduction, our main result in this short note is the extension

of the universality (1.3) from d = 3 to lower spatial dimensions d = 1, 2 in the

limit of weak coupling (i.e. replacing V → λV and taking λ → 0). We assume the

following properties for the interaction potential V .

Assumption 2.1. Let d ∈ { 1, 2 } and assume that V satisfies Assumption 1.1 as

well as V̂ ≤ 0, V̂ (0) < 0. Moreover, for d = 1 we assume that (1 + | · |ε)V ∈ L1(R1)

for some ε > 0. Finally, in case that d = 2, we suppose that V ∈ L1(R2) is radial.

By Proposition 1.5, this means that, in particular, the minimizer of F0 is unique

(up to a phase) and the associated energy gap at zero temperature (1.2) is strictly

positive, Ξ > 0. We are now ready to state our main result.

Theorem 2.2 (BCS Universality in One and Two dimensions). Let V be

as in Assumption 2.1. Then the critical temperature Tc(λ) (defined in (1.6)) and

the energy gap Ξ(λ) (defined in (1.2)) are strictly positive for all λ > 0 and it holds

that

lim
λ→0

Ξ(λ)

Tc(λ)
=

π

eγ
,

where γ ≈ 0.577 is the Euler–Mascheroni constant.

To prove the universality, we separately establish asymptotic formulas for Tc
(see Theorem 2.5) and Ξ (see Theorem 2.7), valid to second order, and compare
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them by taking their ratio. The asymptotic formula for Tc is valid under weaker

conditions on V than Assumption 2.1, because we do not need uniqueness of ∆. To

obtain the asymptotic formulas, we first introduce two self-adjoint operators V(d)
µ

and W(d)
µ mapping L2(Sd−1) → L2(Sd−1) and as such measuring the strength of

the interaction V̂ on the (rescaled) Fermi surface (see [14, 17, 18]). To assure that

V(d)
µ and W(d)

µ will be well defined and compact, we assume the following.

Assumption 2.3. Let V satisfy Assumption 1.1. Additionally, assume that for

d = 1, (1 + (ln(1 + | · |))2)V ∈ L1(R1) and for d = 2, V ∈ L1(R2).

First, in order to capture the strength to leading order, we define V(d)
µ via

(V(d)
µ u)(p) =

1

(2π)d/2

∫
Sd−1

V̂ (
√
µ(p− q))u(q) dω(q),

where dω is the Lebesgue measure on Sd−1. Since V ∈ L1(Rd), we have that V̂ is

a bounded continuous function and hence V(d)
µ is a Hilbert–Schmidt operator (in

fact, trace class with trace being equal to (2π)−d|Sd−1|
∫
Rd V (x)dx). Therefore, its

lowest eigenvalue e
(d)
µ := inf specV(d)

µ satisfies e
(d)
µ ≤ 0 and it is strictly negative if

e.g.,
∫
V < 0 as in Assumption 2.1.

Second, in order to capture the strength of V̂ to next to leading order, we define

the operator W(d)
µ via its quadratic form

〈u|W(d)
µ |u〉 = µd/2−1

[∫
|p|<
√

2

1

|p2 − 1|
(
|ψ(
√
µp)|2 − |ψ(

√
µp/|p|)|2

)
dp

+

∫
|p|>
√

2

1

|p2 − 1|
|ψ(
√
µp)|2 dp

]
,

where ψ(p) = 1
(2π)d/2

∫
Sd−1 V̂ (p − √µq)u(q) dω(q) and u ∈ L2(Sd−1). The proof of

the following proposition shall be given in Sec. 3.3.

Proposition 2.4. Let d ∈ { 1, 2 } and let V satisfy Assumption 2.3. The operator

W(d)
µ is well defined and Hilbert–Schmidt.

Next, we define the self-adjoint Hilbert–Schmidt operator

B(d)
µ (λ) :=

π

2

(
λV(d)

µ − λ2W(d)
µ

)
,

on L2(Sd−1) and its ground state energy

b(d)
µ (λ) := inf spec

(
B(d)
µ (λ)

)
. (2.1)

Note that if e
(d)
µ < 0, then also b

(d)
µ (λ) < 0 for small enough λ. After these prepara-

tory definitions, we are ready to state the separate asymptotic formulas for the

critical temperature and the energy gap in one and two dimensions, which imme-

diately imply Theorem 2.2.
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Theorem 2.5 (Critical Temperature for d = 1, 2). Let µ > 0. Let V satisfy

Assumption 2.3 and additionally e
(d)
µ < 0. Then the critical temperature Tc, given

in Definition 1.4, is strictly positive and satisfies

lim
λ→0

(
ln

(
µ

Tc(λ)

)
+

π

2µd/2−1 b
(d)
µ (λ)

)
= −γ − ln

(
2cd
π

)
,

where γ denotes the Euler–Mascheroni constant and c1 = 4
1+
√

2
and c2 = 1.

Here, the assumptions on V are weaker than Assumption 2.1, since V̂ (0) < 0

implies that e
(d)
µ < 0. We thus have the asymptotic behavior

Tc(λ) = 2cd
eγ

π
(1 + o(1))µeπ/(2µ

d/2−1b(d)µ (λ)),

in the limit of small λ.

Remark 2.6. Theorem 2.5 is essentially a special case of [15, Theorem 2]. We give

the proof here for two main reasons.

(i) There is still some work required to translate the statement of [15, Theorem 2]

into a form in which it is comparable to that of Theorem 2.7 (in order to prove

Theorem 2.2). The main difficulty is that the operator W(d)
µ in [15] is only

defined via a limit [15, Eq. (2.10)].

(ii) The goal of this paper is to give an exemplary proof of Theorem 2.5 in order to

compare it to the proofs of the similar statements in the literature concerning

the asymptotic behavior of the critical temperature in various limits [11, 14, 17].

Theorem 2.5 is complemented by the following asymptotics for the energy gap.

Theorem 2.7 (Energy Gap for d = 1, 2). Let V satisfy Assumption 2.1 and let

µ > 0. Then there exists a unique radially symmetric minimizer (up to a constant

phase) of the BCS functional (1.5) at temperature T = 0. The associated energy

gap Ξ, given in (1.2), is strictly positive and satisfies

lim
λ→0

(
ln
(µ

Ξ

)
+

π

2µd/2−1b
(d)
µ (λ)

)
= − ln(2cd),

where b
(d)
µ is defined in (2.1) and c1 = 4

1+
√

2
and c2 = 1.

In other words, we have the asymptotic behavior

Ξ(λ) = 2cd(1 + o(1))µeπ/(2µ
d/2−1b(d)µ (λ)),

in the limit of small λ. Now, Theorem 2.2 follows immediately from Theorems 2.5

and 2.7.

Remark 2.8 (Other Limits in Dimensions d = 1, 2). Similarly to the pre-

sented results, one could also consider the limits of low and high density. We expect

that also here the universality Ξ
Tc
≈ π

eγ holds. As mentioned in the introduction,
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this has already been shown in three spatial dimensions [11, 21, 17, 18]. We expect

that one could generalize the arguments of [11, 21, 17, 18] to lower dimensions,

but that there will be some nontrivial technical difficulties in doing so. Also for

the weak coupling limit presented here, the overall structure and ideas of the proof

are the same in lower dimensions as in three dimensions [14], but with non-trivial

technical differences, see Remark 3.3.

The following is an example of such a nontrivial difference in the low-density

limit. In three spatial dimensions [11, 21] the asymptotic formulas for Tc and Ξ were

obtained for attractive potentials V not creating bound states of −∇2 + V . This

latter condition ensures that the low-density limit is given by µ → 0. However, in

spatial dimensions one and two, attractive potentials, no matter how weak, always

give rise to bound states of −∇2 + V , see [25]. This means that one should not

take the limit µ → 0, but rather the limit µ → −Eb, with −Eb < 0 the energy

of the (lowest energy) bound state, see [16]. We will not deal with the low- and

high-density limits here.

The rest of the paper is devoted to proving Theorems 2.5 and 2.7.

3. Proofs

The overall structure of our proofs is as follows: First, we argue that the Schrödinger

type operators KTc + λV and E∆ + λV have lowest eigenvalue zero. The second

step is to study the corresponding Birman–Schwinger operators

B
(d)
T := λV 1/2K−1

T |V |
1/2 and B

(d)
∆ := λV 1/2E−1

∆ |V |
1/2,

where V (x)1/2 = sgn(V (x))|V (x)|1/2. According to the Birman–Schwinger princi-

ple, the lowest eigenvalue of B
(d)
Tc

and B
(d)
∆ is −1. It turns out, that for X ∈ {T,∆}

one can decompose

B
(d)
X = λm(d)

µ (X)V 1/2
(
F(d)
µ

)†
F(d)
µ |V |1/2 + λV 1/2M

(d)
X |V |

1/2, (3.1)

where V 1/2M
(d)
X |V |1/2 are bounded operators,

m(d)
µ (T ) =

1

|Sd−1|

∫
|p|<
√

2µ

1

KT (p)
dp, (3.2)

m(d)
µ (∆) =

1

|Sd−1|

∫
|p|<
√

2µ

1

E∆(p)
dp (3.3)

and F
(d)
µ : L1(Rd) → L2(Sd−1) is the (scaled) Fourier transform restricted to the

(rescaled) Fermi sphere,(
F(d)
µ ψ

)
(p) =

1

(2π)d/2

∫
Rd
ψ(x)e−i

√
µp·x dx.

Note that for an L1-function, pointwise values of its Fourier transform are well

defined by the Riemann–Lebesgue lemma. (In particular the restriction to a co–

dimension 1 manifold of a sphere is well defined).
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To satisfy the constraint that the lowest eigenvalue of the Birman–Schwinger

operators is −1, the functions m
(d)
µ must diverge as λ→ 0. It turns out that this is

only possible if T and ∆ go to zero. For each m
(d)
µ one then derives the asymptotics

up to second order in two ways, once from the constraint that B
(d)
X has lowest

eigenvalue −1 and once by directly computing the asymptotics of m
(d)
µ for T and

∆ going to zero.

Indeed, for the critical temperature we obtain the following asymptotics, which,

by combining them, immediately prove Theorem 2.5.

Proposition 3.1. Let µ > 0. Let V satisfy Assumption 2.3 and additionally

e
(d)
µ < 0. Then, the critical temperature Tc is positive and, as λ→ 0, we have that

m(d)
µ (Tc) = − π

2b
(d)
µ (λ)

+ o(1),

m(d)
µ (Tc) = µd/2−1

(
ln

(
µ

Tc

)
+ γ + ln

(
2cd
π

)
+ o(1)

)
.

For the energy gap we obtain the following asymptotics, which, again by com-

bining them, immediately prove Theorem 2.7.

Proposition 3.2. Let V satisfy Assumption 2.1 and let µ > 0. Then (by Proposi-

tion 1.5) we have a strictly positive radially symmetric gap function ∆ and associ-

ated energy gap Ξ, which, as λ→ 0, satisfy the asymptotics

Ξ = ∆(
√
µ)(1 + o(1)),

m(d)
µ (∆) = − π

2b
(d)
µ (λ)

+ o(1),

m(d)
µ (∆) = µd/2−1

(
ln

(
µ

∆(
√
µ)

)
+ ln(2cd) + o(1)

)
.

With a slight abuse of notation, using radiality of ∆, we wrote ∆(
√
µ) instead

of ∆(
√
µp̂) for some p̂ ∈ Sd−1.

Remark 3.3. The main technical differences between d ∈ {1, 2} considered here

and the proof for d = 3 in [14] arise when bounding V 1/2M
(d)
X |V |1/2. The underlying

reason is that the Fourier transform of the constant function on the sphere jd(x) =

(2π)−d/2
∫
Sd−1 e

ip·x dω(p) decays like 1/|x| for large |x| in three dimensions, but

only like |x|−1/2 in two dimensions and does not decay for d = 1.

Remark 3.4. In [4], Cuenin and Merz use the Tomas–Stein theorem to define F
(d)
µ

on a larger space than L1(Rd). With this they are able to prove a general version

of Theorem 2.5 under slightly weaker conditions on V . However, we do not pursue

this here, see Remark 2.6.
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3.1. Proof of Proposition 3.1

Proof of Proposition 3.1. The argument is divided into several steps.

(1) A priori spectral information on KTc + λV . First note that, due to

Theorem 1.3 and Definition 1.4, the critical temperature Tc is determined by the

lowest eigenvalue of KT + λV being 0 exactly for T = Tc.

(2) Birman–Schwinger principle. Next, we employ the Birman–Schwinger

principle, which says that the compact Birman–Schwinger operator B
(d)
T =

λV 1/2K−1
T |V |1/2 has −1 as its lowest eigenvalue exactly for T = Tc, see [7, 14].

Using the notation for the Fourier transform restricted to the rescaled Fermi

sphere introduced above, we now decompose the Birman–Schwinger operator as in

(3.1), where M
(d)
T is defined through the integral kernel

M
(d)
T (x, y) =

1

(2π)d

[∫
|p|<
√

2µ

1

KT (p)

(
eip·(x−y) − ei

√
µp/|p|·(x−y)

)
dp

+

∫
|p|>
√

2µ

1

KT
eip·(x−y) dp

]
. (3.4)

We claim that V 1/2M
(d)
T |V |1/2 is uniformly bounded.

Lemma 3.5. Let µ > 0. Let V satisfy Assumption 2.3. Then we have for all T ≥ 0∥∥V 1/2M
(d)
T |V |

1/2
∥∥

HS
≤ C,

where C > 0 denotes some positive constant and ‖ · ‖HS is the Hilbert–Schmidt

norm.

Armed with this bound, we have that for sufficiently small λ that 1 +

λV 1/2M
(d)
T |V |1/2 is invertible, and hence

1 +B
(d)
T =

(
1 + λV 1/2M

(d)
T |V |

1/2
)

×

(
1 +

λm
(d)
µ (T )

1 + λV 1/2M
(d)
T |V |1/2

V 1/2
(
F(d)
µ

)†
F(d)
µ |V |1/2

)
.

Thus, the fact that B
(d)
T has lowest eigenvalue −1 at T = Tc is equivalent to

λm(d)
µ (T )F(d)

µ |V |1/2
1

1 + λV 1/2M
(d)
T |V |1/2

V 1/2
(
F(d)
µ

)†
, (3.5)

having lowest eigenvalue −1, again at T = Tc, as it is isospectral to the rightmost

operator on the right-hand side above. (Recall that for bounded operators A,B, the

operators AB and BA have the same spectrum apart from possibly at 0. However,

in our case, both operators are compact on an infinite dimensional space and hence

0 is in both spectra).

We now prove Lemma 3.5.
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Universality in low-dimensional BCS theory

Proof of Lemma 3.5. We want to bound the integral kernel (3.4) of M
(d)
T uni-

formly in T . Hence, we will bound KT ≥ |p2 − µ|. The computation is slightly

different in d = 1 and d = 2, so we do them separately.

d = 1. The second integral in (3.4) is bounded by

2

∫
|p|>
√

2µ

1

|p2 − µ|
dp =

2 arcoth
√

2
√
µ

.

For the first integral, we use that |eix−eiy| ≤ min{|x−y|, 2}, |p2−µ| ≥ √µ‖p|−√µ|,
and increase the domain of integration to obtain the bound

2
√
µ

∫ 2
√
µ

0

min{|p−√µ||x− y|, 2}
|p−√µ|

dp =
8
√
µ

[
1 + ln

(
max

{
|x− y|√µ

2
, 1

})]
≤ 8
√
µ

(1 + ln(1 +
√
µmax{|x|, |y|}).

We conclude that |M (1)
T (x, y)| . 1√

µ (1 + ln(1 +
√
µmax{|x|, |y|})). Hence,

∥∥V 1/2M
(1)
T |V |

1/2
∥∥2

HS
.

1

µ

(
‖V ‖2L1(R) + ‖V ‖L1(R)

∫
R
|V (x)|(1 + ln(1 +

√
µ|x|))2 dx

)
.

d = 2. We first compute the angular integral. Note that
∫
S1 e

ipx dω(p) = 2πJ0(|x|),
where J0 is the zeroth-order Bessel function. For the second integral in (3.4) we

may bound |p2 − µ| ≥ cp2. Up to some finite factor, the second integral is hence

bounded by∫ ∞
√

2µ

1

p
|J0(p|x− y|)|dp ≤ C

∫ ∞
√

2µ

1

p1+λ
|x− y|−λ dp ≤ Cλ|x− y|−λ,

for any 0 < λ ≤ 1/2 since |J0(x)| ≤ C and
√
xJ0(x) ≤ C, see e.g., [2, (9.55f),

(9.57a)]. For the first integral we get the bound∫ √2µ

0

p

|p2 − µ|
|J0(p|x− y|)− J0(

√
µ|x− y|)| dp.

Here we use that J0 is Lipschitz, since its derivative J−1 is bounded (see, e.g., [2,

(9.55a),(9.55f)]), so that

|J0(x)− J0(y)| ≤ C|x− y|1/3(|J0(x)|+ |J0(y)|)2/3 ≤ C|x− y|1/3(x−1/3 + y−1/3).

That is

|J0(p|x− y|)− J0(
√
µ|x− y|)| ≤ C

|p−√µ|1/3

p1/3 +
√
µ1/3

.

This shows that the first integral is bounded. We conclude that |M (2)
T (x, y)| .

1 + 1
|x−y|λ for any 0 < λ ≤ 1/2. Then, by the Hardy–Littlewood–Sobolev inequality
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[22, Theorem 4.3] we have that∥∥V 1/2M
(2)
T |V |

1/2
∥∥2

HS
=

∫∫
|V (x)||M (2)

T (x, y)|2|V (y)|dxdy

.
∥∥V ∥∥2

L1(R2)
+
∥∥V ∥∥2

Lp(R2)
,

for any 1 < p ≤ 4/3.

(3) First order. Evaluating (3.5) at T = Tc and expanding the geometric series

to first order, we get

−1 = λm(d)
µ (Tc) inf spec

(
F(d)
µ |V |1/2

1

1 + λV 1/2M
(d)
Tc
|V |1/2

V 1/2
(
F(d)
µ

)†)

= λm(d)
µ (Tc) inf specV(d)

µ (1 +O(λ)) = λm(d)
µ (Tc)e

(d)
µ (1 +O(λ)),

where we used V(d)
µ = F

(d)
µ V

(
F

(d)
µ

)†
. Since by assumption e

(d)
µ < 0, this shows that

m
(d)
µ (Tc)→∞ as λ→ 0.

(4) A priori bounds on Tc. By (3.2), the divergence of m
(d)
µ as λ → 0 in

particular shows that Tc/µ→ 0 in the limit λ→ 0.

(5) Calculation of the integral m(d)
µ (Tc). This step is very similar to [14,

Lemma 1] and [13, Lemma 3.5], where the asymptotics have been computed for

slightly different definitions of m
(d)
µ in three and one spatial dimension, respectively.

Integrating over the angular variable and substituting s =
∣∣ |p|2
µ − 1

∣∣, we get

m(d)
µ (Tc) = µd/2−1

∫ 1

0

tanh

(
s

2(Tc/µ)

)
(1 + s)d/2−1 + (1− s)d/2−1

2s
ds.

According to [14, Lemma 1],

lim
Tc↓0

∫ 1

0

tanh

(
s

2(Tc/µ)

)
s

ds− ln
µ

Tc

 = γ − ln
π

2
.

By monotone convergence, it follows that

m(d)
µ (Tc) = µd/2−1

×
[
ln

µ

Tc
+ γ − ln

π

2
+

∫ 1

0

(1− s)d/2−1 + (1 + s)d/2−1 − 2

2s
ds+ o(1)

]
.

The remaining integral equals ln cd and we have thus proven the second item in

Proposition 3.1.

Combining this with the third step, one immediately sees that the critical tem-

perature vanishes exponentially fast, Tc ∼ e1/λeµ , as λ→ 0, recalling that e
(d)
µ < 0

by assumption.
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Universality in low-dimensional BCS theory

(6) Second order. Now, to show the universality, we need to compute the next

order correction. To do so, we expand the geometric series in (3.5) and employ

first-order perturbation theory, yielding that

m(d)
µ (Tc) =

−1

λ
〈
u
∣∣F(d)
µ V

(
F

(d)
µ

)†∣∣u〉− λ2
〈
u
∣∣F(d)
µ VM

(d)
Tc
V
(
F

(d)
µ

)†∣∣u〉+O(λ3)
, (3.6)

where u is the (normalized) ground state (eigenstate of lowest eigenvalue) of

F
(d)
µ V

(
F

(d)
µ

)†
. (In case of a degenerate ground state, u is the ground state minimizing

the second order term).

This second-order term in the denominator of (3.6) is close to W(d)
µ . More

precisely, it holds that

lim
λ→0

〈
u
∣∣F(d)
µ VM

(d)
Tc
V
(
F(d)
µ

)†∣∣u〉 =
〈
u
∣∣W(d)

µ

∣∣u〉, (3.7)

which easily follows from dominated convergence, noting that 1
KT

increases to 1
|p2−µ|

as T → 0. We then conclude that

lim
λ→0

(
m(d)
µ (Tc) +

π

2b
(d)
µ (λ)

)
= 0,

since
〈
u
∣∣λV(d)

µ − λ2W(d)
µ

∣∣u〉 = inf spec
(
λV(d)

µ − λ2W(d)
µ

)
+ O(λ3) = π

2 b
(d)
µ (λ) +

O(λ3), again by first-order perturbation theory. This concludes the proof of

Proposition 3.1. �

We conclude this section with several remarks, comparing our proof with those

of similar results from the literature.

Remark 3.6 (Structure here versus in earlier papers on Tc). We com-

pare the structure of our proof to that of the different limits in three dimensions

[14, 17, 11]:

• Weak coupling: The structure of the proof we gave here is quite similar to that

of [14], only they do Steps 5 and 6 in the opposite order. Also the leading term

for Tc was shown already in [7], where a computation somewhat similar to Steps

1–4 is given.

• High denisty: For µ → ∞, the structure of the proof in [17] is slightly differ-

ent compared to the one given here. This is basically due to the facts that (i)

the necessary a priori bound Tc = o(µ) already requires the Birman–Schwinger

decomposition and (ii) the second-order requires strengthened assumptions com-

pared to the first order. To conclude, the order of steps in [17] can be thought of

as: 1, 5, 4 (establishing Tc = O(µ)), 2, 3, 4 (establishing Tc = o(µ)), 2 (again), 6.

Here the final step is much more involved than in the other limits considered.

• Low density: As above, for the proof of the low density limit in [11] the structure

is slightly different. One first needs the a priori bound Tc = o(µ) on the critical

temperature before one uses the Birman–Schwinger principle and decomposes the
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Birman–Schwinger operator.a Also, the decomposition of the Birman–Schwinger

operator is again different. For the full decomposition and analysis of the Birman–

Schwinger operator one needs also the first-order analysis, that is Step 2, which

is done in two parts. The order of the steps in [11] can then mostly be thought

of as: 1, 4, 5, 2, 3, 2 (again), 6.

3.2. Proof of Proposition 3.2

Proof of Proposition 3.2. The structure of the proof is parallel to that of Propo-

sition 3.1 for the critical temperature.

(1) A priori spectral information on E∆ + λV . First, it is proven in [14,

Lemma 2] that F0 has a unique minimizer α which has strictly positive Fourier

transform. Using radiality of V , it immediately follows that this minimizer is rota-

tionally symmetric (since otherwise rotating α would give a different minimizer)

and hence also ∆ = −2λV̂ ?α̂ is rotation invariant. It directly follows from [14, (43)

and Lemma 3] that E∆ + λV has lowest eigenvalue 0, and that the minimizer α is

the corresponding eigenfunction.

(2) Birman–Schwinger principle. This implies, by means of the Birman–

Schwinger principle, that the Birman–Schwinger operator B
(d)
∆ = λV 1/2E−1

∆ |V |1/2
has −1 as its lowest eigenvalue. As in the proof of Proposition 3.1, we decompose

it as described in (3.1) and prove the second summand to be uniformly bounded.

Lemma 3.7. Let µ > 0. Let V satisfy Assumption 2.3. Then, uniformly in small

λ, we have ∥∥V 1/2M
(d)
∆ |V |

1/2
∥∥

HS
≤ C.

With this one may similarly factor

1 +B
(d)
∆ =

(
1 + λV 1/2M

(d)
∆ |V |

1/2
)

×

(
1 +

λm
(d)
µ (∆)

1 + λV 1/2M
(d)
∆ |V |1/2

V 1/2
(
F(d)
µ

)†
F(d)
µ |V |1/2

)
(3.8)

and conclude that

T
(d)
∆ := λm(d)

µ (∆)F(d)
µ |V |1/2

1

1 + λV 1/2M
(d)
∆ |V |1/2

V 1/2
(
F(d)
µ

)†
, (3.9)

has lowest eigenvalue −1.

aStrictly speaking, in [11], it is only proven that Tc = O(µ) (which is sufficient for applying

the Birman–Schwinger principle), while the full Tc = o(µ) itself requires the Birman–Schwinger
decomposition (see [20, Remark 4.12] for details).

2360005-14

R
ev

. M
at

h.
 P

hy
s.

 2
02

4.
36

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 I
N

ST
IT

U
T

E
 O

F 
SC

IE
N

C
E

 A
N

D
 T

E
C

H
N

O
L

O
G

Y
 A

U
ST

R
IA

 o
n 

01
/0

8/
25

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



September 12, 2024 9:49 WSPC/S0129-055X 148-RMP J070-2360005

Universality in low-dimensional BCS theory

Proof of Lemma 3.7. Note that M∆ has kernel

M∆(x, y) =
1

(2π)d

[∫
|p|<
√

2µ

1

E∆(p)

(
eip·(x−y) − ei

√
µp/|p|·(x−y)

)
dp

+

∫
|p|>
√

2µ

1

E∆(p)
eip·(x−y) dp

]
.

We may bound this exactly as in the proof of Lemma 3.5 using that E∆(p) ≥ |p2−µ|.

(3) First order. Expanding the geometric series in (3.9) to first order, we see that

−1 = λm(d)
µ (∆) inf spec

(
F(d)
µ |V |1/2

1

1 + λV 1/2M
(d)
∆ |V |1/2

V 1/2
(
F(d)
µ

)†)

= λm(d)
µ (∆) inf specV(d)

µ (1 +O(λ)) = λe(d)
µ m(d)

µ (∆)(1 +O(λ)).

Hence, in particular, m
(d)
µ (∆) ∼ − 1

λe
(d)
µ

→∞ as λ→ 0.

(4) A priori bounds on ∆. We now prepare for the computation of the integral

m
(d)
µ (∆) in terms of ∆(

√
µ). This requires two types of bounds on ∆: One bound

estimating the gap function ∆(p) at general momentum p ∈ Rd in terms of ∆(
√
µ)

(see (3.10)), and one bound controlling the difference |∆(p) −∆(q)| in some kind

of Hölder-continuity estimate (see (3.11)).

Lemma 3.8. Suppose that V is as in Assumption 2.1. Then for λ small enough

∆(p) = f(λ)

(∫
Sd−1

V̂ (p−√µq) dω(q) + ληλ(p)

)
,

where f is some function of λ and
∥∥ηλ∥∥L∞(Rd)

is bounded uniformly in λ.

Proof. Recall that α is the eigenfunction of E∆ + λV with lowest eigenvalue 0.

Then, by the Birman–Schwinger principle, φ = V 1/2α satisfies

B∆φ = λV 1/2 1

E∆
|V |1/2V 1/2α = −φ.

With the decomposition Eq. (3.8) then φ is an eigenfunction of

λm
(d)
µ (∆)

1 + λV 1/2M
(d)
∆ |V |1/2

V 1/2
(
F(d)
µ

)†
F(d)
µ |V |1/2,

of eigenvalue −1. Thus, F
(d)
µ |V |1/2φ is an eigenfunction of T

(d)
∆ of (lowest) eigenvalue

−1. Now u = |Sd−1|−1/2 is the unique eigenfunction corresponding to the lowest

eigenvalue of V(d)
µ by radiality of V and the assumption V̂ ≤ 0 (see, e.g., [7]). Hence,
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for λ small enough, u is the unique eigenfunction of T
(d)
∆ of smallest eigenvalue.

Thus,

φ = f(λ)
1

1 + λV 1/2M
(d)
∆ |V |1/2

V 1/2
(
F(d)
µ

)†
u = f(λ)

(
V 1/2

(
F(d)
µ

)†
u+ λξλ

)
,

for some number f(λ). The function ξλ satisfies
∥∥ξλ∥∥L2(Rd)

≤ C by Lemma 3.7.

Noting that ∆ = −2 ̂|V |1/2φ and bounding
∥∥ ̂|V |1/2ξλ

∥∥
L∞
≤
∥∥V ∥∥1/2

L1

∥∥ξλ∥∥L2 we get

the desired.

Evaluating the formula in Lemma 3.8 at p =
√
µ we get |f(λ)| ≤ C∆(

√
µ) for

λ small enough. This in turn implies that

∆(p) ≤ C∆(
√
µ). (3.10)

For the Hölder-continuity, we have by rotation invariance∣∣∣∣∫ V̂ (p−√µr)− V̂ (q −√µr) dω(r)

∣∣∣∣
=

∣∣∣∣∫ V̂ (|p|e1 −
√
µr)− V̂ (|q|e1 −

√
µr) dω(r)

∣∣∣∣
=

∣∣∣∣ 1

(2π)d/2

∫
Rd

dx

(
V (x)

(
ei|p|x1 − ei|q|x1

) ∫
Sd−1

e−i
√
µx·r dω(r)

)∣∣∣∣
≤ Cεµ−ε/2||p| − |q||ε

∫
dx

(
|V (x)|(√µ|x|)ε

∣∣∣∣∫
Sd−1

e−i
√
µx·r dω(r)

∣∣∣∣),
for any 0 < ε ≤ 1. For d = 2 we have V ∈ L1(R2) and∣∣∣∣∫

Sd−1

e−i
√
µxr dω(r)

∣∣∣∣ = |J0(
√
µ|x|)| ≤ (

√
µ|x|)−1/2.

For d = 1 we have |x|εV ∈ L1(R) for some ε > 0 and∣∣∣∣∫
Sd−1

e−i
√
µx·r dω(r)

∣∣∣∣ = 2 |cos(
√
µ|x|)| ≤ 2.

We conclude that with ε = 1/2 for d = 2 and small enough ε > 0 for d = 1

|∆(p)−∆(q)| ≤ C|f(λ)|(µ−ε/2||p| − |q||ε + λ) ≤ C|∆(
√
µ)|(µ−ε/2||p| − |q||ε + λ).

(3.11)

Additionally, since m
(d)
µ (∆)→∞ we have that ∆(p)→ 0 at least for some p ∈ Rd

by (3.3). Then it follows from Lemma 3.8 that f(λ) → 0, i.e. that ∆(p) → 0 for

all p.
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Universality in low-dimensional BCS theory

(5) Calculation of the integral m(d)
µ (∆). Armed with the a priori bounds

(3.10) and (3.11), we can now compute the integral m
(d)
µ (∆). Carrying out the

angular integration and substituting s =
∣∣∣ |p|2−µµ

∣∣∣ we have

m(d)
µ (∆) =

µd/2−1

2

[∫ 1

0

(
(1− s)d/2−1 − 1√

s2 + x−(s)2
+

(1 + s)d/2−1 − 1√
s2 + x+(s)2

)
ds

+

∫ 1

0

(
1√

s2 + x−(s)2
+

1√
s2 + x+(s)2

)
ds

]
,

where x±(s) =
∆(
√
µ
√

1±s)
µ . By dominated convergence, using that x±(s) → 0, the

first integral is easily seen to converge to∫ 1

0

(
(1− s)d/2−1 − 1

s
+

(1 + s)d/2−1 − 1

s

)
ds = 2 ln cd,

for λ→ 0. For the second integral, we will now show that∫ 1

0

(
1√

s2 + x±(s)2
− 1√

s2 + x±(0)2

)
ds→ 0.

In fact, the integrand is bounded by∣∣∣∣∣ 1√
s2 + x±(s)2

− 1√
s2 + x±(0)2

∣∣∣∣∣
=

∣∣x±(0)2 − x±(s)2
∣∣√

s2 + x±(s)2
√
s2 + x±(0)2(

√
s2 + x±(s)2 +

√
s2 + x±(0)2)

≤ Cx±(0)(sε + λ)√
s2 + x±(s)2

√
s2 + x±(0)2

,

using the Hölder continuity from (3.11). By continuity of V̂ there exists some s0

(independent of λ) such that for s < s0 we have x±(s) ≥ cx±(0). We now split the

integration into
∫ s0

0
and

∫ 1

s0
. For the first, we have

∫ s0

0

∣∣∣∣∣ 1√
s2 + x±(s)2

− 1√
s2 + x±(0)2

∣∣∣∣∣ ds ≤ C

∫ s0

0

x±(0)

s2 + x±(0)2
(sε + λ) ds

= O(x±(0)ε + λ).

For the second, we have∫ 1

s0

∣∣∣∣∣ 1√
s2 + x±(s)2

− 1√
s2 + x±(0)2

∣∣∣∣∣ ds ≤ C
∫ 1

s0

x±(0)
sε + λ

s2
ds = O(x±(0)).
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Collecting all the estimates, we have thus shown that m
(d)
µ (∆) equals

µd/2−1

(
ln cd +

∫ 1

0

1√
s2 + ∆(

√
µ)2/µ2

ds+ o(1)

)

= µd/2−1

(
ln cd + ln

(
µ+

√
µ2 + ∆(

√
µ)2

|∆(
√
µ)|

)
+ o(1)

)

= µd/2−1 ln

(
2µcd
|∆(
√
µ)|

+ o(1)

)
.

This proves the third inequality in Proposition 3.2.

Combining this with the third step, one immediately sees that the gap

function evaluated on the Fermi sphere vanishes exponentially fast, ∆(
√
µ) ∼

µe1/(λe(d)µ µd/2−1), as λ→ 0, recalling that e
(d)
µ < 0 by assumption.

(6) Second order. To obtain the next order, we recall that T
(d)
∆ has lowest eigen-

value −1 (see (3.9)), and hence, by first-order perturbation theory,

m(d)
µ (∆) =

−1

λ
〈
u
∣∣F(d)
µ V

(
F

(d)
µ

)†∣∣u〉− λ2
〈
u
∣∣F(d)
µ VM

(d)
∆ V

(
F

(d)
µ

)†∣∣u〉+O(λ3)
, (3.12)

where u(p) = |Sd−1|−1/2 is the constant function on the sphere. Recall that u is the

unique ground state of V(d)
µ .

In the second-order term we have that

lim
λ→0

〈
u
∣∣F(d)
µ VM

(d)
∆ V

(
F(d)
µ

)†∣∣u〉 =
〈
u
∣∣W(d)

µ

∣∣u〉,
which follows from a simple dominated convergence argument as for Tc, noting that

∆(p)→ 0 pointwise.

By again employing first-order perturbation theory, similarly to the last step in

the proof of Proposition 3.1, we conclude the second equality in Proposition 3.2.

(7) Comparing ∆(
√
µ) to Ξ. To prove the first equality in Proposition 3.2 we

separately prove upper and lower bounds. The upper bound is immediate from

Ξ = inf
p∈Rd

E∆(p) = inf
p∈Rd

√
|p2 − µ|2 + ∆(p)2 ≤ ∆(

√
µ).

Hence, for the lower bound, take p ∈ Rd with |p2 − µ| ≤ Ξ ≤ ∆(
√
µ). Then by (3.11)

∆(p) ≥ ∆(
√
µ)− |∆(p)−∆(

√
µ)|

≥ ∆(
√
µ)− C∆(

√
µ)(||p| − √µ|ε + λ) ≥ ∆(

√
µ)(1 + o(1)).

In combination with the upper bound, we have thus shown that Ξ = ∆(
√
µ)(1+o(1))

as desired. This concludes the proof of Proposition 3.2.
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We conclude this section with several remarks, comparing our proof with those

of similar results from the literature.

Remark 3.9 (Structure here versus in earlier papers on Ξ). We now com-

pare the proof above to the proofs of the three different limits in 3 dimensions

[14, 21, 18]:

• Weak coupling: The structure of our proof here is very similar to that of [14].

Essentially, only the technical details in Lemma 3.7 and the calculation ofm
(d)
µ (∆)

in Step 5 are different.

• High density: For the high-density limit in [18], we needed some additional a

priori bounds on ∆ before we could employ the Birman–Schwinger argument.

Apart from that, in [18] the comparison of ∆(
√
µ) and Ξ are done right after

these a priori bounds. Additionally, since one starts with finding a priori bounds

on ∆, one does not need the first-order analysis in Step 3. One may think of

the structure in [18] as being ordered in the above steps as follows: 4, 7, 1, 2, 4

(again), 5, 6.

• Low density: For the low-density limit in [21] the structure is quite different.

Again, one first needs some a priori bounds on ∆ before one can use the Birman–

Schwinger argument. One then improves these bounds on ∆ using the Birman–

Schwinger argument, which in turn can be used to get better bounds on the error

term in the decomposition of the Birman–Schwinger operator. In this sense, the

Steps 2–4 are too interwoven to be meaningfully separated. Also, Step 5 is done

in two parts.

3.3. Proof of Proposition 2.4

Note that W(d)
µ = F

(d)
µ VM

(d)
0 V

(
F

(d)
µ

)†
, where M

(d)
0 is defined in (3.4). By

Lemma 3.5, V 1/2M
(d)
0 V 1/2 is Hilbert–Schmidt. The integral kernel of W(d)

µ is

bounded by ∣∣W(d)
µ (p, q)

∣∣ ≤ 1

(2π)d

∫
R2d

|V (x)|
∣∣M (d)

0 (x, y)
∣∣|V (y)|dxdy

≤ 1

(2π)d
‖V ‖1

∥∥V 1/2M
(d)
0 V 1/2

∥∥
HS
. (3.13)

It follows that
∥∥W(d)

µ

∥∥
HS
≤ |S

d−1|
(2π)d

‖V ‖1
∥∥V 1/2M

(d)
0 V 1/2

∥∥
HS

.
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