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Abstract
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1 Introduction

The primary purpose of this paper is to resolve the Manin–Peyre conjecture for a
family of smooth Fano threefolds in P

1 × P
3. Let L1, . . . , L4 ∈ Z[x1, x2] be binary

linear forms which are pairwise non-proportional. Let V ⊂ P
1 × P

3 be given by

L1(x1, x2)y
2
1 + L2(x1, x2)y

2
2 + L3(x1, x2)y

2
3 + L4(x1, x2)y

2
4 = 0, (1.1)

defining a smooth Fano threefold of bidegree (1, 2). The Picard group is Pic(V ) ∼= Z
2

and V is equipped with two morphisms, corresponding to the projections π1 : P
1 ×

P
3 → P

1 and π2 : P1×P
3 → P

3. Let | · | denote the sup-norm on R
d , for any d ∈ N.

We can associate an anticanonical height function on V (Q) via H(x, y) = |x||y|2, if
(x, y) ∈ V (Q) is represented by a vector (x, y) ∈ Z

2
prim × Z

4
prim. The Manin–Peyre

conjecture [10, 20, 21] predicts that there should exist a thin subset � ⊂ V (Q), in the
sense of Serre [24, §3.1], such that

#{(x, y) ∈ V (Q) \� : H(x, y) � B} ∼ cV B log B, (1.2)

where cV is a constant whose value has been conjectured by Peyre [20]. Addressing
a question of Peyre, raised in his lecture at the 2009 conference Arithmetic and alge-
braic geometry of higher-dimensional varieties at the University of Bristol, numerical
evidence towards this conjecture has been supplied by Elsenhans [9]. We can write
(1.1) as

x1Q1(y1, . . . , y4) = x2Q2(y1, . . . , y4), (1.3)

for suitable diagonal quadratic forms Q1, Q2 ∈ Z[y1, . . . , y4]. Consider the subvari-
ety Z ⊂ P

3 given by Q1 = Q2 = 0. Our assumptions on L1, . . . , L4 ensure that Z is
a smooth genus one curve and so the closed subvariety π−12 (Z) ∼= P

1×Z ⊂ V defines
an elliptic cylinder. If Z(Q) �= ∅ then there are� B2 rational points of anticanonical
height � B on π−12 (Z). Thus, in general, we should certainly demand that � contains
π−12 (Z)(Q).

The restriction ofπ1 to V gives a fibration into quadricsπ1 : V → P
1. If x ∈ P

1(Q)

is represented by x = (x1, x2) ∈ Z
2
prim, then π−11 (x) is split if and only if

4∏

i=1
Li (x) = �. (1.4)
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Density of rational points... 4125

For such a point x with π−11 (x)(Q) �= ∅, the fibre will contribute∼ cx B log B points,
for an appropriate constant cx > 0 that depends on x . Basedonnumerical investigation,
Elsenhans suggests that the conjectured asymptotic (1.2) holds when � is taken to be
union of π−12 (Z)(Q) and the set of (x, y) ∈ V (Q) for which (1.4) holds. In particular,
� ⊂ V (Q) is a thin set of rational points, since π−12 (Z)(Q) lies on a proper subvariety
of V and the set of rational points satisfying (1.4) correspond to rational points on a
double covering. Note that (1.4) defines an elliptic curve E ⊂ P(2, 1, 1) and so �

is Zariski dense in V if E has positive rank. In fact, as discussed by Skorobogatov
[25, § 3.3], E is the Jacobian of the genus 1 curve Z . An explicit example is given by
taking V to be

x1y
2
1 + x2y

2
2 + (x1 + 2x2)y

2
3 + (x1 + 6x2)y

2
4 = 0, (1.5)

for which Z(R) = ∅ and E(Q) ∼= (Z/2Z)2 × Z (with Cremona label 192a2). Our
main result settles the thin set version of the Manin–Peyre conjecture under mild
assumptions on V .

Theorem 1.1 Assume that L1, . . . , L4 ∈ Z[x1, x2] are pairwise non-proportional lin-
ear forms, each with coprime coefficients, such that Z(R) = ∅. Then, if � is the set
of (x, y) ∈ V (Q) for which (1.4) holds, we have

#{(x, y) ∈ V (Q) \� : H(x, y) � B} ∼ cV B log B,

where cV is the constant predicted by Peyre [20].

The example (1.5) satisfies the assumptions of the theorem. With further work,
it is possible to remove the hypotheses that each Li has coprime coordinates and
Z(R) = ∅. The latter is a particularly convenient assumption that allows us to assume
that the regions we work in are not too lopsided. Since these hypotheses simplify an
already lengthy argument, we have chosen not to attempt their removal here.

As discussed in [16], a geometric framework for identifying problematic thin sets in
theManin–Peyre conjecture has been developed byLehmann, Sengupta andTanimoto.
In private communication with the authors, Professor Tanimoto has indicated that
similar arguments to those in [16, § 12] show that the thin set� in Theorem 1.1 agrees
with their prediction.

Manin [17] used height machinery to establish a lower bound supporting linear
growth for all smooth Fano threefolds, possibly after an extension of the ground
field. More recently, Tanimoto [26] has produced a range of upper bounds for various
classes of Fano threefolds, but his work does not cover (1.1). The classification of Fano
threefolds with Picard number 2 goes back toMori andMukai [18], but it is convenient
to appeal to the summary of Iskovskikh and Prokhorov [15, Table 12.3]. Over Q, there
are 36 isomorphism types of Fano threefold of Picard number 2. The expectation is that
the arithmetic of these varieties becomes harder the higher up the table they appear. As
explained in Remark (i) before [15, Table 12.3], varieties numbered 33–36 are toric.
Thus, for each of these, theManin–Peyre conjecture follows fromwork of Batyrev and
Tschinkel [1]. Equivariant compactifications of the additive group G

3
a are also known
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4126 D. Bonolis et al.

to satisfy theManin–Peyre conjecture, thanks towork of Chambert-Loir and Tschinkel
[8], and the smooth Fano threefolds that arise as equivariant compactifications of G

3
a

have been identified by Huang and Montero [14]. These cover varieties numbered 28,
30, 31 and 33–36. Variety number 32 is a bilinear hypersurface in P

2 × P
2, which is

a flag variety and so covered by [10]. Finally, in a recent tour de force [2], Blomer,
Brüdern, Derenthal and Gagliardi have shown that the Manin–Peyre conjecture holds
for many spherical Fano threefolds of semisimple rank one. Among those of Picard
number 2, this covers a quadric in P

4 blown-up along a conic, which corresponds to
variety number 29 in [15, Table 12.3]. Our variety V ⊂ P

1 × P
3 has Picard number 2

and can be viewed as the blow-up of P
3 along the genus one curve Z , corresponding

to variety number 25. In particular it is neither spherical, nor toric, nor an equivariant
compactification of G

3
a .

The proof of Theorem1.1 is inspired by recentwork byBrowning andHeath-Brown
[5], which resolves the Manin–Peyre conjecture for the Fano fivefold

x1y
2
1 + x2y

2
2 + x3y

2
3 + x4y

2
4 = 0, (1.6)

of bidegree (1, 2) in P
3 × P

3. In this setting, an anticanonical height is |x|3|y|2, if
(x, y) is represented by (x, y) ∈ Z

4
prim×Z

4
prim. The basic line of attack in [5] involves

counting points as a union of planes when |y| � B
1
4 , and as a union of quadrics when

|x| � B
1
6−η, for any fixed η > 0. In the first case, geometry of numbers arguments are

used to count the relevant vectors x, whereas the circle method underpins the second
case. In terms of the inequality |x|3|y|2 � B, this leaves a small range uncovered, for
which it is necessary to have an upper bound of the correct order of magnitude.

Our work follows a similar strategy, but with substantial extra difficulties. This is
reflected in the geometry of the effective cone of divisors EffV . Let H1 = π∗1OP1(1)
and H2 = π∗2OP3(1) be hyperplane classes. As discussed by Ottem [19, Thm. 1.1], the
effective cone is EffV = R�0H1+R�0C , where C = −H1+ 2H2 is the class of the
exceptional divisorπ−12 (Z). This is larger than the nef coneNefV = R�0H1+R�0H2,
meaning that Eff∨V is smaller than Nef∨V , which strongly influences the asymptotic
behaviour in Theorem 1.1. This is in stark contrast to the situation in (1.6), where the
effective cone is equal to the nef cone. When |x| � B

1
4 , we view V as a family of

quadrics via (1.1).Wewill then reapply the circle method arguments worked out in [5],
but we shall face extra challenges in dealing with a family over P

1 rather than over P
3.

When |x| � B
1
4+η, we view V as being given by (1.3), which we can use to eliminate

x1 and x2, on extracting common divisors. This ultimately leads to a counting problem
of the form

∑

d�D

#
{
y ∈ Z

4
prim : |y| � Y , Q1(y) ≡ Q2(y) ≡ 0 mod d

}
,

for D,Y � 1.On interpreting the inner sum as a disjoint union of lattice conditions, the
mainwork is to show that the successiveminima have the expected order ofmagnitude,
as one averages over d and over the different lattices. This counting problem is rather
different to the one appearing [5], and it seems likely the methods developed could
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Density of rational points... 4127

be useful in the study of other quadric bundles, including del Pezzo surfaces with a
conic bundle structure. It is in this part of the argument that the difference between

EffV and NefV manifests itself. If |x| � B
1
4+η and |x||y|2 � B, then we are only

interested in the range |y| � B
3
8− η

2 . However, it turns out that the contribution from

|y| � B
1
4 is negligible, which thereby reduces the size of the leading constant. In

(1.6), by comparison, the contribution from |y| � Bδ makes a positive proportional
contribution for any δ > 0.

Finally, we are left with a small range to cover via an auxiliary upper bound of the
correct order. The completely diagonal structure of (1.6) renders it easier to obtain the
necessary upper bound via a modification of Hua’s inequality. Lacking this diagonal
structure, our approach involves an array of inputs, from character sum estimates and
point counting on Z modulo prime powers, to various circle method applications [3,
5] and a general upper bound for the number of rational points of bounded height on
diagonal quadric surfaces [4].

2 Roadmap of the proof

We proceed to summarise some of the steps in the proof of Theorem 1.1. We shall fre-
quently switch between the representation of V given by (1.1), involving the pairwise
non-proportional linear forms L1, . . . , L4 ∈ Z[x1, x2] with coprime coefficients, and
the representation (1.3), involving diagonal quadratic forms Q1, Q2 ∈ Z[y1, . . . , y4]
such that Z(R) = ∅. All of the estimates in our work are allowed to depend implic-
itly on the coefficients of the polynomials L1, . . . , L4. Any other dependence will be
indicated by an appropriate subscript.

For each 1 � i � 4, we may assume that Li (x1, x2) = ai x1 + bi x2, for ai , bi ∈
Z such that gcd(ai , bi ) = 1. Define the set of primes P = {p : p | (aib j −
a jbi ) for some i �= j} ∪ {2}. Then P is a finite set, since Li and L j are assumed to
be non-proportional, for distinct 1 � i, j � 4. It will be convenient to set

� =
∏

p∈P
p. (2.1)

Our diagonal quadratic forms take the shape

Q1(y) =
4∑

i=1
ai y

2
i , Q2(y) = −

4∑

i=1
bi y

2
i . (2.2)

Moreover, Q1 = Q2 = 0 defines a smooth genus 1 curve Z ⊂ P
3 such that Z(R) = ∅.

Let NV (�, B) denote the counting function whose asymptotics we are trying to
determine. We shall avoid the set � by stipulating that

4∏

i=1
Li (x) �= �, (2.3)
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4128 D. Bonolis et al.

for any rational point (x, y) ∈ V (Q) that is to be counted. On taking into account the
action of the units in P

1(Q)× P
3(Q), we have

NV (�, B) = 1

4
#

{
(x, y) ∈ Z

2
prim × Z

4
prim : (1.1) and (2.3) hold

|x||y|2 � B

}
. (2.4)

Following the line of attack in [5], we will use different techniques to estimate the
size of NV (�, B), according to the relative sizes of |x| and |y|. When |x| is small, we
will fix x and use the circle method to estimate the number of y. In fact the relevant
application of the circle method carried out in [5, § 4] is directly in a form that can be
applied to our own setting. On the other hand, when |x| is large, we will use (1.3) to
eliminate x and reduce to a problem about counting integer vectors which reduce to
Z modulo d, for varying moduli d. There remains an annoying middle range which
requires a sufficiently sharp upper bound.

Let

M (X ,Y ) =
{
(x, y) ∈ Z

2
prim × Z

4
prim : (1.1) and (2.3) hold

X � |x| < 2X , |y| � Y

}
, (2.5)

for X ,Y � 1. Since Z(R) = ∅ it is easy to deduce from the alternative representation
(1.3) of (1.1) that M (X ,Y ) is empty unless X  Y 2 for a suitable implied constant
depending only on V . In Sect. 5 we shall prove the following general upper bound for
the cardinality of M (X ,Y ).

Theorem 2.1 Let X ,Y � 1. Then

#M (X ,Y )  XY 2 +min

{
X2Y 4/3, X

1
4 Y

5
2

log Y

log log Y

}
.

On breaking the ranges for |x| and |y| into dyadic intervals, Theorem 2.1 easily
implies the optimal upper bound NV (�, B) = O(B log B). In fact, not only does it
help cover an awkward range for the relative sizes of |x| and |y|, but certain steps in
the proof of Theorem 2.1 also play a vital role in the proof of the asymptotic formula,
where it used to show that certain lattices are rarely lopsided.

Let us now summarise the proof of Theorem 1.1 in a little more detail. Let

L (B) =
{
(x, y) ∈ Z

2
prim × Z

4
prim : (1.1) and (2.3) hold

|x||y|2 � B

}
, (2.6)

so that NV (�, B) = 1
4#L (B) in (2.4). We will decompose L (B) into three sets

L (B) = L1(B) �L2(B) �L3(B), (2.7)

where

L1(B) =
{
(x, y) ∈ L (B) : B 1

4+η � |x| � B
1
2−η
}

,
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Density of rational points... 4129

L2(B) =
{
(x, y) ∈ L (B) : |x| � B

1
4

}
,

L3(B) =
{
(x, y) ∈ L (B) : B 1

4 < |x| < B
1
4+η or |x| > B

1
2−η
}

,

for any η > 0. The parameter η will ultimately be taken to be arbitrarily small, but it
is fixed at each appearance. We now reveal our estimates for the cardinality of these
sets.

The treatment of #L1(B) rests on rewriting (1.1) as (1.3) and then appealing to
the geometry of numbers. In order to record our result, we first need to define some
auxiliary quantities. For any prime p and a ∈ N, we can define an equivalence relation
on (Z/paZ)4, by saying u is equivalent to v if and only if there exists λ ∈ (Z/paZ)×
such that λu ≡ v mod pa . An important role will be played in our work by the set of
equivalence classes

V×pa = {u ∈
(
Z/paZ

)4 : p � u, Q1(u) ≡ Q2(u) ≡ 0 mod pa}/ (Z/paZ
)×

.

We may now define

S1 =
∏

p

(
1− 1

p

)(
1− 1

p4
+
(
1− 1

p

)2 ∞∑

a=1

#V×pa
p2a

)
. (2.8)

The absolute convergence of S1 is ensured by Corollary 3.6, which implies that

1− 1

p4
+
(
1− 1

p

)2 ∞∑

a=1

#V×pa
p2a

= 1+ 1

p
+ O

(
1

p
3
2

)
,

if p � �. We can now state our first asymptotic formula, which will be the object of
Sect. 6.

Proposition 2.2 Let η > 0. There exist absolute constants c2 > c1 > 0 such that

#L1(B) = 2S1B
∫

y∈R
4

c1B
1
4+

η
2 �|y|<c2B

3
8−

η
2

dy
|y|2 max(|Q1(y)|, |Q2(y)|) + Oη

(
B
√
log B

)
.

Next, we show that #L2(B) can be estimated asymptotically, as B →∞. This will
be achieved using the Hardy–Littlewood circle method. Let

τ∞ =
∫ ∞

−∞

∫

[−1,1]6
e
(
θ
(
L1(x)y21 + · · · + L4(x)y24

))
dxdydθ (2.9)

and

Aq =
∑

a mod q
gcd(a,q)=1

∑

b∈(Z/qZ)4

∑

c∈(Z/qZ)2

gcd(q,c)=1

eq

(
a

4∑

i=1
Li (c)b2i

)
, (2.10)
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4130 D. Bonolis et al.

for any q ∈ N, where eq = e( ·q ). We may then define

S2 =
∞∑

q=1

Aq

q6
∏

p|q

(
1− 1

p2

)−1
. (2.11)

The convergence of τ∞ and S2 are established in (7.24) and (7.26), respectively. We
may now record the following result, which will be proved in Sect. 7.

Proposition 2.3 Let η > 0. Then

#L2(B) = τ∞S2

4ζ(2)2
B log B + O(η

1
2 log B)+ Oη(1).

Finally, for #L3(B) we shall produce the following upper bound.

Proposition 2.4 Let η > 0. Then

#L3(B) = O

(
ηB log B + B log B

log log B

)
.

Proof Recalling (2.5),Wehave already remarked that #M (X ,Y ) = 0 unless X  Y 2,

which implies that X  B
1
2 . Let X1 denote the set of (X ,Y ) ∈ N

2, where X ,Y run

over non-negative powers of two such that XY 2  B and B
1
4  X  B

1
4+η.

Similarly, let X2 denote the corresponding set in which the final inequalities are

replaced by B
1
2−η  X  B

1
2 . Then it follows that

#L3(B) �
∑

(X ,Y )∈X1

#M (X ,Y )+
∑

(X ,Y )∈X2

#M (X ,Y ).

But Theorem 2.1 implies that

∑

(X ,Y )∈X1

#M (X ,Y ) 
∑

(X ,Y )∈X1

(
XY 2 + X

1
4 Y

5
2

log Y

log log Y

)

 B
∑

X

1+ B
5
4 log B

log log B

∑

X

1

X

 ηB log B + B log B

log log B
,

on summing over X and Y . Similarly, we obtain

∑

(X ,Y )∈X2

#M (X ,Y )  ηB log B + B.

The statement of the lemma follows. ��
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Density of rational points... 4131

Weshall combine these estimates inSect. 8,which iswhere the proof ofTheorem1.1
will be drawn to a close.

Notation

For any D > 0, we shall write d ∼ D to mean D � d < 2D, and we shall write
d � D to mean that there exist constants c2 > c1 > 0 (depending only on the linear
forms L1, . . . , L4 in (1.1)) such that c1D � d � c2D. Moreover, we shall often adopt
the notation

X1 ↙ S ↗ X2

within a sum, in order to denote that a dyadic parameter S runs over an interval
X1  S  X2, with implied constants depending only on the setting. We shall write
S ↗ X to mean that the dyadic parameter S runs over an interval S  X .

3 Preliminary technical results

3.1 Character sum estimates

The following result is a straightforward consequence of the Burgess bound [7].

Lemma 3.1 (Burgess) Let χ be a non-principal Dirichlet character modulo q, let
θ > 3

16 and let σ � 1. Then

∑

n>N

χ(n)

nσ
θ N

1
2−σqθ .

Proof The Burgess bound, proved in [7], asserts that

∑

n�N

χ(n) θ N
1
2 qθ ,

for any θ > 3
16 . Using Abel’s summation formula, we obtain

∑

N<n�M

χ(n)

nσ
= 1

Mσ

⎛

⎝
∑

N<n�M

χ(n)

⎞

⎠+
∑

N<n�M

(
1

nσ
− 1

(n + 1)σ

) ∑

N<l�n

χ(l),

for every M > N . Applying the Burgess bound to the inner sum of the second term,
we see that it is

θ

∑

N<n�M

(
1

nσ
− 1

(n + 1)σ

)
n

1
2 qθ  N

1
2−σqθ ,
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4132 D. Bonolis et al.

uniformly for all M > N . On the other hand, the Burgess bound shows that the first

term isθ M−σ+ 1
2 qθ < N−σ+ 1

2 qθ , which completes the proof of the lemma. ��

We will also require a generalisation of the Pólya–Vinogradov bound that involves
products of linear polynomials.

Lemma 3.2 Let J1, . . . , Jk ∈ Z[x1, x2] be pairwise non-proportional linear forms.
Given n ∈ Z we write

Ji,n(x) = Ji (n, x) ∈ Z[x],

for 1 � i � k. Let d = (d1, . . . , dk) ∈ N
k and put D = d1 · · · dk. Suppose that there

exists A ∈ N such that gcd(di , d j ) | A, for all i �= j . Let r ∈ N be square-free, let
q ∈ N, let a ∈ Z/qZ and let I ⊂ R be an interval. Assume that gcd(r , qD) = 1.
Then for any n ∈ Z we have

∑

x∈I∩Z
x≡a mod q
di |Ji,n(x)

(
J1,n(x) · · · Jk,n(x)

r

)
ε

(
vol(I )

r
1
2 [q, D]

+ r
1
2 log(qD)

)
rε gcd(r D, n),

for any ε > 0, where the implied constant is only allowed to depend on A, J1, . . . , Jk
and the choice of ε.

Proof Let �n(I ) denote the sum that we are trying to estimate. Suppose that
Ji (x1, x2) = ai x1 + bi x2 for 1 � i � k, for ai , bi ∈ Z. Put

�0 =
∏

1�i< j�k

|aib j − a jbi |.

Then �0 �= 0 since the linear forms are assumed to be non-proportional. Put

G(x) = J1,n(x) · · · Jk,n(x)

and let D = d1 · · · dk . Recalling that gcd(r , qD) = 1, we may complete the sum by
breaking into residue classes modulo r [q, D]. This yields

�n(I ) =
∑

y mod r [q,D]
y≡a mod q
di |Ji,n(y)

(
G(y)

r

) ∑

x∈I∩Z

1

r [q, D]
∑

α mod r [q,D]
er [q,D](α(y − x))

= 1

r [q, D]
∑

α mod r [q,D]
S(α)

∑

x∈I∩Z

er [q,D](−αx),

(3.1)
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where

S(α) =
∑

y mod r [q,D]
y≡a mod q
di |Ji,n(z)

(
G(y)

r

)
er [q,D](αy).

Any α ∈ Z/r [q, D]Z has a representative satisfying |α| � 1
2r [q, D]. Thus we clearly

have
∣∣∣∣∣
∑

x∈I∩Z

er [q,D](−αx)

∣∣∣∣∣
{
vol(I ) if α = 0,
r [q,D]
|α| if α �= 0.

(3.2)

We now proceed with a detailed study of S(α). Since gcd(r , [q, D]) = 1, any
y mod r [q, D] can be decomposed as y = y1[q, D][q, D] + y2rr̄ , for y1 mod r and
y2 mod [q, D]. (Here, [q, D] ∈ Z is the multiplicative inverse of [q, D] modulo r ,
and r ∈ Z is the inverse of r modulo [q, D].) Under this change of variables we obtain

S(α) = T (α; r)
∑

y2 mod [q,D]
y2≡a mod q
di |Ji,n(y2)

eD(αy2r),

where

T (α; r) =
∑

y1 mod r

(
G(y1)

r

)
er (αy1[q, D]).

But then it follows that

|S(α)| � |T (α; r)|N (q;d), (3.3)

where

N (q;d) = #
{
y2 mod [q, D] : y2 ≡ a mod q, di | Ji,n(y2) for 1 � i � k

}
.

It remains to estimate T (α; r) and N (q,d).
We begin by estimating T (α; r) for a square-free integer r ∈ N. We shall prove

that

T (α; r) ε r
1
2+ε gcd(r , n)

1
2 , (3.4)

for any ε > 0, uniformly in α ∈ Z/rZ. By multiplicativity, it will suffice to prove that

∑

y mod p

(
G(y)

p

)
ep(αy) 

{√
p ifp � n,

p ifp | n,
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for any prime p | r , where the implied constant only depends on �0. The result is
trivial if p | �0 and so we can assume that p � �0. But then it follows that the two
linear polynomials ain + bi T and a jn + b j T are non-proportional modulo p if and
only if p � n. Thus G is separable modulo p if and only if p � n. If p | n we take
the trivial bound for the exponential sum. If p � n, on the other hand, the desired
bound follows fromWeil’s resolution of the Riemann hypothesis for curves [28]. This
completes the proof of (3.4).

Turning to N (q;d) we shall prove that

N (q;d) = O(gcd(D, n)), (3.5)

for an implied constant that is only allowed to depend on A and J1, . . . , Jk . Before
doing so, let us see how it suffices to complete the proof of the lemma. Combining it
with (3.4) in (3.3), we deduce that

S(α) ε r
1
2+ε gcd(r , n)

1
2 gcd(D, n) � r

1
2+ε gcd(r D, n),

since r and D are coprime. Once coupled with (3.2) in (3.1), we are finally led to the
bound

�n(I ) ε

1

r [q, D]

⎛

⎜⎝vol(I )+
∑

0<|α|� 1
2 r [q,D]

r [q, D]
|α|

⎞

⎟⎠ r
1
2+ ε

2 gcd(r D, n)

ε

(
vol(I )

r
1
2 [q, D]

+ r
1
2 log(qD)

)
rε gcd(r D, n),

as claimed in the lemma.
Returning to (3.5). It suffices to examine the case Np = N (pα; pβ1 , . . . , pβk ), for

any prime p, by the Chinese remainder theorem. We may suppose without loss of
generality that α � 0 and 0 � β1 � · · · � βk . It then follows from the hypotheses of
the lemma that pβk−1 | A. We now have

Np � #
{
y mod pmax(α,β1+···+βk ) : y ≡ a mod pα, bk y ≡ −akn mod pβk

}
.

If α � β1 + · · · + βk , then we trivially have Np � 1. If α < β1 + · · · + βk , then

Np � pβ1+···+βk−1#
{
y mod pβk : bk y ≡ −akn mod pβk

}
.

Our remark above shows that pβ1+···+βk−1 � p(k−1)vp(A). Moreover,

#
{
y mod pβk : bk y ≡ −akn mod pβk

}
� gcd(pβk , akn, bk).

If bk �= 0 this is at most pvp(bk ). On the other hand, if bk = 0, then this is at most
pvp(ak ) gcd(pβk , n) � pvp(ak) gcd(pβ1+···+βk , n). Taking a product over all primes,
the bound in (3.5) easily follows. This completes the proof of the lemma. ��
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3.2 Pairs of quadrics modulo prime powers

Our first result concerns the roots of the pair of diagonal quadratic forms Q1, Q2 in
(2.2). Recalling the definition (2.1) of �, we have the following result.

Lemma 3.3 Let p be a prime and let a ∈ N. Let

νp =
{
1 if p = 2,

0 if p > 2.

Let u ∈ (Z/paZ)4 such that p � u and Q1(u) ≡ Q2(u) ≡ 0 mod pa. Then, for any
integer b > a, we have

#

{
v ∈

(
Z/pbZ

)4 : Q1(v) ≡ Q2(v) ≡ 0 mod pb

v ≡ u mod pa

}
�
{
p2(b−a) if p � �,

p2νp+3(b−a) if p | �.

Proof Let us write Sa(pb) for the set whose cardinality is to be estimated. We begin
by treating the case p > 2, in which case νp = 0. We claim that

#Sa(p
b) � #Sa(p

b−1)×
{
p2 ifp � �,

p3 ifp | �,

for any b > a. In particular, this implies that b � 2, since a � 1. Noting that
#Sa(pa) = 1, an inductive argument completes the proof when p > 2. To check the
claim we note that any v′ ∈ Sa(pb) can be written v′ = v+ pb−1w for v ∈ Sa(pb−1)
and w ∈ (Z/pZ)4. In particular v′ ≡ u mod pa . Moreover, the condition pb | Qi (v′)
for i = 1, 2 implies that

p−b+1Qi (v)+∇Qi (v) · w ≡ 0 mod p,

for i = 1, 2. Note that ∇Q1(v) = 2(a1v1, . . . , a4v4) and ∇Q2(v) = −2(b1v1, . . . ,
b4v4). Moreover, we have v ≡ u mod p, since v ∈ Sa(pb−1). It follows that we are
interested in counting w ∈ (Z/pZ)4 for which p−b+1Qi (v) + ci · w ≡ 0 mod p,
where ci = ∇Qi (u). If p � � then c1 and c2 are non-proportional modulo p and
there are p2 choices for w. If p | � but p � c1 then we get at most p3 choices for w.
Similarly, if p | � but p � c2. Finally, we note that p | (c1, c2) is impossible, since it
would then follow that aiui ≡ biui ≡ 0 mod p for 1 � i � 4, which contradicts the
assumption p � u, since gcd(ai , bi ) = 1 for 1 � i � 4.

It remains to deal with the case p = 2. This time we note that any v ∈ Sa(2b) can
be written v = u+ 2aw, where w ∈ (Z/2b−aZ)4. If 2b | Q1(v) then it easily follows
2a+1 | Q1(u), whence

A +
4∑

i=1
aiuiwi + 2a−1Q1(w) ≡ 0 mod 2b−a−1,
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where A = Q1(u)/2a+1 ∈ Z. Similarly,

B +
4∑

i=1
biuiwi + 2a−1Q2(w) ≡ 0 mod 2b−a−1,

where B = Q2(u)/2a+1 ∈ Z. Since 2 � u, we may assume without loss of generality
that 2 � u1. Moreover, since gcd(a1, b1) = 1, we may further assume that 2 � a1.
Hence, for 23(b−a) choices of w2, w3, w4, we are left with counting the number of
w1 ∈ Z/2b−aZ such that f (w1) ≡ 0 mod 2b−a−1, where f (x) = 2a−1a1x2 +
a1u1x + C, for an appropriate integer C . Since f ′(x) = 2aa1x + a1u1 is always
odd, so it follows from Hensel’s lemma that the congruence f (x) ≡ 0 mod 2b−a−1
has at most 2 roots modulo 2b−a−1, for fixed w2, w3, w4. This therefore implies that
#Sa(2b) � 22+3(b−a), which completes the proof of the lemma. ��

Of special interest in our work will be the functions

�(q) = #{y ∈ (Z/qZ)4 : Q1(y) ≡ Q2(y) ≡ 0 mod q} (3.6)

and

�∗(q) = #{y ∈ (Z/qZ)4 : gcd(y, q) = 1, Q1(y) ≡ Q2(y) ≡ 0 mod q}, (3.7)

for any q ∈ N. These counting functions have already featured in work of Browning
and Munshi [6], leading to the following result.

Lemma 3.4 Let p be a prime and let r ∈ N. Then we have

(i) �∗(pr ) = p2r (1+ O(p− 1
2 )) if p � �.

(ii) �(pr ) = O(rp2r ).

Proof If p � �, then the curve Q1 = Q2 = 0 defines a smooth curve over Fp and (i)
follows from combining Lemma 3.3 with the Weil bound. Alternatively, for any p,
(ii) follows from the proof of [6, Lemma 2]. ��

3.3 Geometry of numbers and a special lattice

We shall also care deeply about the shape of a certain lattice that features in our work.
For any d ∈ N, we can define an equivalence relation on (Z/dZ)4, by saying u is
equivalent to v if and only if there exists λ ∈ (Z/dZ)× such that λu ≡ v mod d. We
shall be interested in the set of equivalence classes

V×d = {u ∈ (Z/dZ)4 : gcd(u, d) = 1, Q1(u) ≡ Q2(u) ≡ 0 mod d}/ (Z/dZ)× .

(3.8)

For any u ∈ (Z/dZ)4 such that gcd(u, d) = 1 and Q1(u) ≡ Q2(u) ≡ 0 mod d, we
will denote by [u] its class in V×d . For any [u] ∈ V×d , and any k | d, the main goal of
this section is to discuss various properties of the lattice
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�[u],k =
{
y ∈ Z

4 : ∃λ ∈ Z such that y ≡ λu mod k
}

. (3.9)

This definition is clearly independent of the particular choice of representative u ∈ [u].
The lattice �[u],k has rank 4 and determinant k3. We denote by 1 � s1,[u],k � · · · �
s4,[u],k the associated successiveminima. It follows fromMinkowski’s second theorem
that

k3  s1,[u],k · · · s4,[u],k  k3. (3.10)

We will need good estimates for the size of V×d and also for the number of classes
in V×d which reduce modulo k to a given class in V×k , for any k | d. First we introduce
some notation. For any n ∈ N, we write

n� =
∏

p|�
pvp(n). (3.11)

With this in mind, we shall prove the following result.

Lemma 3.5 Let d, k ∈ N such that k | d. Let [u] ∈ V×k . Then

#{[v] ∈ V×d : [v mod k] = [u]} 
(
d

k

)

�

· d
k
.

Moreover, we have

#V×d ε d · dε
� ·
∏

p|d
p��

(1+ O(p−
1
2 )).

Proof By the Chinese remainder theorem it will suffice to treat the case that k = pa

and d = pb for a prime p and integers 0 � a < b. For any [u] ∈ V×pa , we observe
that

#

{
v ∈

(
Z/pbZ

)4 : Q1(v) ≡ Q2(v) ≡ 0 mod pb

v mod pa ∈ [u]
}

= ϕ(pb)#
{
[v] ∈ V×

pb
: [v mod pa] = [u]

}
.

(3.12)

Taking a = 0, we deduce that

#V×
pb
= �∗(pb)

pb

(
1− 1

p

)−1
, (3.13)

for any b ∈ N, where �∗(pb) is defined in (3.7). The second part of the lemma is now
a consequence of Lemma 3.4.
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To handle the first part of the lemma, wemay clearly assume that a � 1.We observe
that the left hand side of (3.12) is

∑

u′∈[u]
#

{
v ∈

(
Z/pbZ

)4 : Q1(v) ≡ Q2(v) ≡ 0 mod pb

v ≡ u′ mod pa

}
.

The number of u′ in the outer sum is ϕ(pa). Moreover, we can use Lemma 3.3 to
estimate the remaining cardinality, which easily completes the proof of the lemma,
since ϕ(pb) = ϕ(pa)pb−a if a � 1. ��

We take this opportunity to record the following facts about #V×
pb
for generic primes.

Corollary 3.6 For any prime p � � and b ∈ N, we have #V×
pb
= pb(1+ O(p− 1

2 )).

Proof This follows on combining (3.13) with Lemma 3.4 in the case p � �. ��

4 Counting points on quadric surfaces

For given non-zero A1, . . . , A4 ∈ Z, let Q(y) = A1y21 + A2y22 + A3y23 + A4y24
be a fixed diagonal quadratic form. In this section we record some estimates for the
counting function

N (Q; B) = #{y ∈ Z
4
prim : Q(y) = 0, |y| � B}, (4.1)

which have the key feature that they depend uniformly on A1, . . . , A4. Our first esti-
mate is based on the geometry of numbers arguments used in [4], and our second is
based on a circle method analysis [3].

Let ΔQ = A1A2A3A4 be the discriminant of Q and let ‖Q‖ = max1�i�4 |Ai | be
its height. We define a Dirichlet character χQ induced by the Kronecker symbol (ΔQ

· ).
Let � be the multiplicative arithmetic function defined by

�(m) =
∏

p|m

(
1+ 1

p

)
(4.2)

and set

Δbad =
∏

pe‖ΔQ
e�2

pe. (4.3)

Combining the argument in [4, p.3] with themain result of [4], we obtain the following
bound
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Lemma 4.1 Let ε > 0. If Δbad � B
1
20 , then

N (Q; B) ε �(ΔQ)Δ
1
4+ε

bad

(‖Q‖4
|ΔQ |

) 5
8
(
B

4
3 + B2

|ΔQ | 14

)
L(σB, χQ),

where σB = 1+ 1
log B .

The appearance of the factorΔ
1
4+ε

bad will be problematic whenΔbad is large.We now
revisit the arguments in [4] to show that the dependence on Δbad can be mitigated at
the expense of an additional Bε-factor. This is summarised in the following result.

Lemma 4.2 Let ε > 0. Then

N (Q; B) ε B + Bε
∑

c∈Z
4
prim

|c|B
1
3

Q∗(c) �=0

(
1+ B

‖Q‖
|ΔQ | 12

gcd(Δ3
bad, Q

∗(c)2) 1
6

|c|

)
,

where Q∗ is the dual quadratic form.

Proof We sketch the proof of Lemma 4.1. The main idea is to use Siegel’s lemma to
cover with plane sections the integer solutions to the equation Q(y) = 0 which lie
in the box |y| � B. Thus any such point lies on at least one plane c · y = 0, where

c ∈ Z
4
prim satisfies |c|  B

1
3 , for an absolute implied constant. This produces a union

of conics Qc, as in [4, Lemma 2.1]. We cover points on each conic Qc using a family
of ellipsoids, the number of which is effectively bounded in terms of the dual form
Q∗ and c. This is the object of [4, Lemma 2.2]. In this way, the problem reduces to
counting lattice points in a conic within a fixed ellipsoid, which can be transformed
to counting points on conics in unequal boxes.

For the purposes of the lemma the main idea is to not use the inequality displayed
above [4, Eq. (2.16)], but to take the trivial bounds log(2 + |c|2‖Q‖3/|Q∗(c)|) =
Oε(Bε) and R(Q∗(c)) = Oε(Bε) at the close of [4, § 2.2]. The statement of the
lemma easily follows. ��

Our next estimate for N (Q; B) in (4.1) is based on the circle method. Let us begin
with a few remarks about the singular series S(Q). This is defined to be

S(Q) =
∏

p

σp, (4.4)

where

σp = lim
k→∞

#
{
x ∈ (Z/pkZ)4 : Q(x) ≡ 0 mod pk

}

p3k
.

The following result is concerned with an upper bound for S(Q).
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Lemma 4.3 Let ε > 0. Assume that there exists A ∈ N such that gcd(Ai , A j ) | A, for
all distinct i, j ∈ {1, . . . , 4}. Then

S(Q) ε,A Δε
badL(1, χQ),

where Δbad is given by (4.3) and the implied constant depends on ε and A.

Proof On revisiting the proof of [5, Lemma 4.10], it is shown that
∏

p�2Δ σp 
L(1, χQ). Moreover, by [5, Lemma 4.8], we have σp = 1 if p | ΔQ but p � 2Δbad.
Thus

S(Q)  L(1, χQ)
∏

p|2Δbad

σp.

To estimate the remaining product, we examine σp for a given prime p. Let fi =
vp(Ai ), for 1 � i � 4, and assumewithout loss of generality that f1 � f2 � · · · � f4.
Then the last part of the proof of [5, Lemma 4.10] gives σp  p( f1+ f2+ f3)/3. It follows
that σp = OA(1) for an implied constant that is allowed to depend on A. We obtain
the statement of the lemma on taking the product over all p | 2Δbad. ��

The next result has the advantage that there is no restriction on the size of Δbad, or
on the size of coefficients, but it comes at the expense of a worse error term.

Lemma 4.4 Let ε > 0 and let m(Q) = min1�i�4 |Ai |. Assume that there exists A ∈ N

such that gcd(Ai , A j ) | A, for all distinct i, j ∈ {1, . . . , 4}. Then

N (Q; B) ε,A
Δε

badL(1, χQ)

(m(Q)‖Q‖) 1
2

B2 + ‖Q‖11+ε

m(Q)6|ΔQ | 12
B

3
2+ε.

Proof In fact we shall prove the same upper bound for the quantity N ′(Q; B), in
which the stipulation that y is primitive is dropped. To do so, we shall actually apply
an asymptotic formula for a smoothly weighted version of this counting function.
Consider the non-negative smooth weight function

w(x) =
{
exp

(−(1− x2)−1
)

if |x | < 1

0 if |x | � 1,

and define

ω(x) =
(∫ ∞

−∞
w(x) d x

)−1
3
∫ x− 1

3

x− 2
3

w(3y) d y.

This is a smooth function that takes values in [0, 1] and is supported on (0, 1). Now
for x ∈ R

4, we put

w1(x) = w(x1 − 2)
4∏

i=2
ω

(
1− xi

x1

)
.
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Then w1 is supported on the set {x ∈ R
4 : 1 � x1 � 3, 0 � x2, x3, x4 � x1}. We

define the weighted counting function

N ′w1
(Q; B) =

∑

y∈Z
4

Q(y)=0

w1

( y
B

)
.

Under the assumption that ΔQ �= �, it follows from [3, Prop. 2] that

N ′w1
(Q; B) = σ∞,w1(Q)S(Q)B2 + Oε

(
‖Q‖11+ε

|A1|6|ΔQ | 12
B

3
2+ε

)
,

for any ε > 0. Here,S(Q) is given by (4.4) and σ∞,w1(Q) � 0 is the singular integral,

which is shown to satisfy σ∞,w1(Q)  (|A1|‖Q‖)− 1
2 in [3, Eq. (2.6)].

Finally, to obtain a uniform bound for the counting function N ′(Q; B), we follow
the argument in [3, p. 18]. Let Qσ denote the quadratic forms obtained by permuting
the coefficients of Q, for any σ ∈ S4. On decomposing the interval [−B, B] into
dyadic intervals, we have

N ′(Q; B)  1+
∑

σ∈S4

∞∑

j=0
N ′w1

(Qσ ; 2− j B) ε

S(Q)B2

(m(Q)‖Q‖) 1
2

+ ‖Q‖11+ε

m(Q)6|ΔQ | 12
B

3
2+ε.

An application of Lemma 4.3 now completes the proof. ��

5 Upper bounds for #M (X,Y) and related quantities

Let X ,Y � 1. The main goal of this section is to prove Theorem 2.1, which is
concerned with estimating #M (X ,Y ), where M (X ,Y ) is defined in (2.5). Along
the way we shall establish several auxiliary estimates that will have their own role
to play. This section should be seen as an analogy to [5, § 2], the principal results
of which are [5, Lemmas 2.1 and 2.7]. However, unlike the variety studied in [5],
we have less symmetry and fewer variables. This prohibits the ability to apply the
arguments based on Hua’s inequality that were used to great effect in [5]. Rather, our
proof of Theorem 2.1 relies on a number of different upper bounds that will be played
off against each other and which we proceed to record here.

We begin by dealing with the counting problem in which the condition (2.3) fails.
Thus let

M�(X ,Y ) =
{
(x, y) ∈ Z

2
prim × Z

4 : (1.1) and (1.4) hold
|x| � X , |y| � Y

}
,

for X ,Y � 1. We have the following estimate.

Lemma 5.1 Let ε > 0. Then #M�(X ,Y ) ε XεY 2+ε.
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Proof For a fixed choice of x, the quadric in (1.1) admits Oε(Y 2+ε) solutions y ∈
Z
4 with |y| � Y , thanks to work of Heath-Brown [13, Thm. 2]. It is important to

emphasise here that the implied constant is only allowed to depend on ε > 0, and
not on x. It remains to estimate the number of zeros (z, x) ∈ Z

3 of the equation
z2 = L1(x) · · · L4(x), with gcd(x1, x2) = 1 and |x| � X . This equation defines a
genus 1 curve in weighted projective space P(2, 1, 1) and so it has Oε(Xε) solutions
by the theory of Néron heights. The statement of the lemma follows. ��

We now return to the task of estimating #M (X ,Y ). For any x ∈ Z
2
prim such that

L1(x) · · · L4(x) �= 0, we define

Δbad(x) =
∏

pe‖L1(x)···L4(x)
e�2

pe. (5.1)

For given D � 1, we let

M1(X ,Y ; D) = {(x, y) ∈M (X ,Y ) : Δbad(x) � D} (5.2)

and

M2(X ,Y ; D) = {(x, y) ∈M (X ,Y ) : Δbad(x) > D}. (5.3)

We shall prove the following upper bound for the size of the first set.

Proposition 5.2 Let ε > 0 and assume that D � Y
1
20 . Then

#M1(X ,Y ; D) ε XY 2 + X2Y
4
3 + (DX)ε

(
D

3
4 (X

15
8 Y

4
3 + X

7
8 Y 2)

)
.

The main tool in the proof of this result is [4, Thm. 1.1], which is recorded in
Lemma 4.1 and which requires Δbad(x) to be sufficiently small. It is worth taking a
moment to compare with the analogous situation in [5]. There, a version of Proposi-
tion 5.2 is proved using [4, Thm. 1.1], in which there is no appearance of any power of
D. In our situation, the factorΔbad(x)1/4+ε in [4, Thm. 1.1] becomes amajor technical
issue. At the expense of allowing an additional (XY )ε-factor, we will show that the
argument behind Proposition 5.2 can be adjusted to prove the following result.

Proposition 5.3 Let ε > 0. Then

#M2(X ,Y ; D) ε (XY )ε

(
XY 2 + X

5
2 Y

D
1
16

+ X
3
2 Y + X

1
2 Y

4
3

)
.

Unfortunately, Propositions 5.2 and 5.3 are not quite enough to provide a satisfac-
tory estimate for #M (X ,Y ) when X is a very small power of Y . However, in this
particular case, we can invoke the following upper bound.
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Proposition 5.4 Let ε > 0. Then

#M (X ,Y ) ε XY 2 + X11Y
3
2+ε.

This result can be viewed as a weak version of Theorem 2.1 and is based on
Lemma 4.4. While the principal terms XY 2 agree, Proposition 5.4 is much worse
when X is large. Later in our argument it will be useful to have a good upper bound
for the quantity

M ∗(X ,Y ) =
{
(x, y) ∈ Z

2
prim × Z

4 : (1.1) holds, |x| � X , |y| � Y
}

, (5.4)

for any X ,Y � 1. Note that #M (X ,Y ) � #M ∗(2X ,Y ), since we have merely
dropped from M (X ,Y ) the constraint that y be primitive, as well as the condition
(2.3). We can combine Propositions 5.2–5.4 to deduce the following result.

Corollary 5.5 Let ε > 0 and let X ,Y � 1 such that X � Y 2/3 log Y . Then

#M ∗(X ,Y ) ε Y 2+ε + XY 2 + X2Y 4/3.

Proof We would like to insert the condition (2.3) into M ∗(X ,Y ). But the overall
contribution from those (x, y) for which (2.3) fails is Oε(Y 2+ε), thanks to Lemma 5.1
and the fact that X � Y 2/3 log Y  Y . Sorting the remaining contribution according
to the greatest common divisor of the coordinates of y, and breaking the x-sum into
dyadic intervals, it easily follows that

#M ∗(X ,Y ) ε Y 2+ε +
∑

d�Y

∑

X0↗X

#M (X0,Y/d), (5.5)

for any ε > 0. We claim that there exists ε > 0 such that

#M (X ,Y/d) ε

XY 2 + X2Y 4/3

d1+ε
, (5.6)

if X � Y 2/3 log Y . Once inserted into (5.5), this will clearly suffice to complete the
proof of the corollary.

Now if X � Y 1/100, it is clear that (5.6) follows from Proposition 5.4. Thus we
may proceed under the assumption that Y 1/100 � X . Under the further assumption
X � Y 2/3 log Y , we proceed by inspecting some of the terms in Proposition 5.3. Note
that

(XY/d)εX
3
2

(
Y

d

)
ε

XY 4/3+2ε

d1+ε
 XY 2

d1+ε
,

on assuming that ε � 1/3. Moreover, (XY/d)εX
1
2 (Y/d)

4
3 � d− 4

3 XY 2 and

(XY/d)εX
5
2

(
Y

d

)
ε

XY 2+2ε

d1+ε
.
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Turning to the terms in Proposition 5.2, we have

(DX)ε
(
D

3
4 (X

15
8 (Y/d)

4
3 + X

7
8 (Y/d)2)

)
 D

3
4+ε

d
4
3

(
X(Y 2/3)

7
8+εY

4
3 + X

7
8+εY 2

)

 XY 2D
3
4+ε

d
4
3

(
1

Y
1
12−ε

+ 1

X
1
8−ε

)

 XY 2

d
4
3

D
3
4+ε

X
1
8−2ε

,

if X � Y 2/3 log Y .
Hence, on combining Propositions 5.2 and 5.3, we deduce that

#M (X ,Y/d) ε

XY 2 + X2Y
4
3

d1+ε

(
1+min

(
D

3
4+ε

X
1
8−2ε

,
Y 2ε

D
1
16

))
,

for any D � Y 1/20 and Y 1/100 < X � Y 2/3 log Y . But then

min

(
D

3
4+ε

X
1
8−2ε

,
Y 2ε

D
1
16

)
� min

(
D

3
4

Y
1

800

,
1

D
1
16

)
Y 2ε.

We can ensure that this is O(1) by taking D = Y 1/800 and choosing a sufficiently
small value of ε. This completes the proof of (5.6). ��

The results so far are efficient when X is small compared to Y . The following result
is proved using completely different methods and allows us to handle the opposite
case.

Proposition 5.6 We have

#M (X ,Y )  XY 2 +
(
Y 4

X2 + X
1
4 Y

5
2

)
log Y

log log Y
.

Once in possession of Propositions 5.2–5.6, we are now positioned to prove our
main upper bound for #M (X ,Y ).

Proof of Theorem 2.1 Let us put J = (log Y )/(log log Y ). If X > Y 2/3 J 4/7, then the
statement of the theorem follows from Proposition 5.6. If X � Y 2/3 J 4/7, on the other
hand, then it follows from taking d = 1 in (5.6). ��

The rest of this section is concerned with proving Propositions 5.2, 5.3, 5.4 and
5.6. Propositions 5.2 and 5.3 will be proved using Lemmas 4.1 and 4.2 in Sect. 5.1.
Proposition 5.4 will be proved in Sect. 5.2 and uses the circle method bound proved

123



Density of rational points... 4145

in Lemma 4.4. Finally, in Sect. 5.3 we shall prove Proposition 5.6. During the course
of this work, given X1, X2 � 1, we shall often use the elementary inequality

X1 + X2 � max(X1, X2) � Xα
1 X

1−α
2 , (5.7)

for any 0 � α � 1.

5.1 Proof of Propositions 5.2 and 5.3

Let us begin by fixing some notation. Let L1, . . . , L4 ∈ Z[x1, x2] be the pairwise
non-proportional linear forms featuring in (1.1). We define

D =
∏

1�i< j�4

Res(Li , L j ), (5.8)

where Res(Li , L j ) is the resultant of Li and L j , which is defined to be the absolute
value of the determinant of the 2×2 matrix formed from the coefficient vectors. Then,
in what follows, we shall make frequent use of the fact that

gcd(Li (x), L j (x)) | Res(Li , L j ), for any x ∈ Z
2
prim, (5.9)

for each choice i �= j ∈ {1, . . . , 4}. We shall also exploit the following elementary
observation.

Lemma 5.7 Let L1, . . . , L4 ∈ Z[x1, x2] be pairwise non-proportional linear forms,
as above. Let x ∈ R

2 such that |x| ∼ X. Then there exist c0 ∈ (0, 1) and d0 > 0, both
depending on the coefficients of L1, . . . , L4, such that

|Li0(x)| � c0X �⇒ |Li (x)| � d0X for every i �= i0.

Proof Assume without loss of generality that |x| = |x1|. Suppose that |L1(x)| � c1X ,
say, for a certain 0 < c1 < 1, to be specified in due course. Then necessarily L1(x) �=
±nx1 for any n ∈ Z�=0. Then, for i ∈ {2, 3, 4}, there exist (λi , μi ) ∈ Q×Q

× such that
x1 = λi L1(x)+μi Li (x). But then it follows that X � |x1| � |λi |c1X + |μi ||Li (x)|,
which implies that |Li (x)| � |μi |−1(1− |λi |c1)X . The lemma follows on demanding
that c1 < 1/|λi | for 2 � i � 4. ��
Proof of Proposition 5.3 We now estimate the cardinality ofM2(X ,Y ; D), as defined
in (5.3). We can assume that D � 1 for an implied constant that depends on
L1, . . . , L4. According to the estimate following Lemma 2.7 in [5], the condition

Δbad(x) > D implies that either gcd(Li (x), L j (x)) > D
1
24 for certain indices i �= j ,

or else Li (x)� > D
1
8 . In view of (5.9), only the second possibility can happen if

D � 1. Hence there exists e � D
1
16 and i0 ∈ {1, . . . , 4} such that e2 | Li0(x). With-

out loss of generality we study the contribution corresponding to i0 = 1. It therefore
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suffices to estimate the size of the set

M2(X ,Y ; e) = {(x, y) ∈M (X ,Y ) : e2 | L1(x)}, (5.10)

for each e � D
1
16 . On recalling (2.3) and (2.5), we see that any (x, y) ∈ M (X ,Y )

satisfies L1(x) �= 0. Hence e  X
1
2 , since e2 | L1(x).

It will be convenient to define the set

S (X) = {x = (x1, x2) ∈ Z
2
prim : |x| � 2X , (2.3)holds}. (5.11)

Then for any x ∈ S (X), we may define the quaternary quadratic form

Qx(y) = L1(x)y21 + · · · + L4(x)y24 . (5.12)

Adopting the notation (4.1) and applying Lemma 4.2, we therefore obtain

#M2(X ,Y ; e) ε Y
∑

x∈S (X)

e2|L1(x)

1 + Y ε
∑

x∈S (X)

e2|L1(x)

∑

c∈Z
4
prim

|c|Y
1
3

1

+ XY 1+ε
∑

x∈S (X)

e2|L1(x)

∑

c∈Z
4
prim

|c|Y
1
3 , Q∗x(c) �=0

gcd(Δbad(x)3, Q∗x(c)2)
1
6

|c|∏4
i=1 |Li (x)| 12

= W0(X ,Y ; e)+W1(X ,Y ; e)+W2(X ,Y ; e),

say. On appealing to [12, Lemma 2], it easily follows that

W0(X ,Y ; e) 
(
X2

e2
+ 1

)
Y and W1(X ,Y ; e) 

(
X2

e2
+ 1

)
Y

4
3+ε. (5.13)

From now on we focus on estimatingW2(X ,Y ; e). Let us introduce various dyadic
parameters S, T corresponding respectively to the ranges of x and c. Then, in the light
of Lemma 5.7, we obtain

W2(X ,Y ; e)  XY 1+ε
∑

S↗X

T↗Y
1
3

1

S
3
2 T

4∑

i1=1
W2,i1(S, T ; e),

where

W2,i1(S, T ; e) =
∑

x∈S (X), e2|L1(x)|x|∼S
i �=i1⇒|Li (x)|�|Li1 (x)|

∑

c∈Z
4
prim

|c|∼T , Q∗x(c) �=0

gcd(Δbad(x)3, Q∗x(c)2)
1
6

|Li1(x)|
1
2

.

123



Density of rational points... 4147

By further decomposing the size of Li1(x) into dyadic intervals using a dyadic param-
eter R, we obtain

W2,i1(S, T ; e) �
∑

R↗S

1

R
1
2

W2,i1(R, S, T ; e),

where

W2,i1(R, S, T ; e) =
∑

x∈S (X), e2|L1(x)|x|∼S, |Li1 (x)|∼R

∑

c∈Z
4
prim

|c|∼T , Q∗x(c) �=0

gcd(Δbad(x)3, Q∗x(c)2)
1
6 .

(5.14)

Recall the definition (5.8) of D and let d | gcd(Δbad(x)3, Q∗x(c)2). We claim
that there exists dD = O(1) and d1, . . . , d4 ∈ N such that dDd = d1 · · · d4 and
di | gcd(Li (x)3, c6i ). If d | Δbad(x)3 then d | (L1(x) · · · L4(x))3. Let us put di =
gcd(Li (x)3, d) for 1 � i � 4.Thengcd(di , d j ) | D for i �= j .Henced1 · · · d4 = ddD ,
for a suitable positive integer dD = O(1). It remains to prove that di | c6i . Suppose
that pλ‖di with λ ∈ N. Let pν‖L1(x). Then λ � 3ν. On the other hand, we have
pλ | Q∗x(c)2, whence

p�
λ
2 � | Q∗x(c) =

∑

{i, j,k,l}={1,2,3,4}
Li (x)L j (x)Lk(x)c2l

= L1(x)
∑

{ j,k,l}={2,3,4}
L j (x)Lk(x)c2l + L2(x)L3(x)L4(x)c21.

Under the condition (2.3), it follows that
∏4

i=1 Li (x) �= 0, whence pmin(ν,� λ
2 �) | c21. If

ν � �λ
2 � then p3ν | c61, whence pλ | c61. If ν > �λ

2 �, then p� λ
2 � | c21, whence pλ | c41.

This completes the proof of the claim.
We now continue estimating W2,i1(R, S, T ; e) in (5.14). Using the claim in the

previous paragraph, we therefore obtain

W2,i1(R, S, T ; e) =
∑

x∈S (X), e2|L1(x)|x|∼S, |Li1 (x)|∼R

∑

d|Δbad(x)3

d
1
6

∑

c∈Z
4
prim, |c|∼T

d|Q∗x(c) �=0

1


∑

x∈S (X), e2|L1(x)|x|∼S, |Li1 (x)|∼R

∑

d|Δbad(x)3

d
1
6

∑

dD d=d1···d4
di |Li (x)3

∑

c∈Z
4
prim, |c|∼T
di |c6i

1.
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The condition |x| ∼ S implies each di  S3, since
∏4

i=1 Li (x) �= 0. Hence

W2,i1(R, S, T ; e) 
∑

x∈S (X), e2|L1(x)|x|∼S, |Li1 (x)|∼R

∑

d|Δbad(x)3

d
1
6

∑

dD d=d1···d4
min1�i�4 diT 6

max1�i�4 diS2

4∏

i=1

⎛

⎝ T

d
1
6
i

+ 1

⎞

⎠ ,

where the conditionmin1�i�4 di  T 6 is deduced from the fact that at least one of the
components of cmust be non-zero. Therefore, for each factorisation dS d = d1 · · · d4,
we have

d
1
6

4∏

i=1

⎛

⎝ T

d
1
6
i

+ 1

⎞

⎠ T 4 + T 3
4∑

j=1
d

1
6
j + T 2

∑

k �=l∈{1,2,3,4}
(dkdl)

1
6 + T

∑

k,l,m∈{1,2,3,4}
distinct

(dkdldm)
1
6

 T 4 + T 3S
1
2 + T 2S + T S

3
2 .

This is O(T 4+T S
3
2 ). (Here, the absence of the constant term in the product is thanks

to the fact that min1�i�4 di  T 6.)
Returning to W2,i1(R, S, T ; e) and using [12, Lemma 2] once more, we arrive at

the bound

W2,i1(R, S, T ; e)  (T 4 + T S
3
2 )

∑

x∈S (X), e2|L1(x)|x|∼S, |Li1 (x)|∼R

∑

d|Δbad(x)3

τ4(d)

ε (T 4 + T S
3
2 )

∑

x∈S (X), e2|L1(x)|x|∼S, |Li1 (x)|∼R

Δbad(x)ε

ε Sε(T 4 + T S
3
2 )

(
SR

e2
+ 1

)
,

(5.15)

for any ε > 0. Summing over the dyadic parameter R, we therefore obtain

W2,i1(S, T ; e) =
∑

R↗S

1

R
1
2

W2,i1(R, S, T ; e) ε S2ε(T 4 + T S
3
2 )

(
S

3
2

e2
+ 1

)
.

Recall that our dyadic parameter S goes to X , and T goes to Y
1
3 . Moreover, we

have seen that e  S
1
2 , if e2 | L1(x). Thus, on summing over S, T , we obtain

∑

S,T

1

S
3
2 T

S
3
2+2ε

e2
(T 4 + T S

3
2 )  (XY )2ε

(
Y + X

3
2

e2

)

123



Density of rational points... 4149

and

∑

S,T

1

S
3
2 T

S2ε(T 4 + T S
3
2 )  X2ε

∑

T

(
T 3

e3
+ 1

)
 (XY )2ε

(
Y

e3
+ 1

)
.

On redefining the choice of ε, we finally obtain

W2(X ,Y ; e) ε (XY )ε

(
XY 2 + X

5
2 Y

e2
+ XY

)
.

Taking α = 1
3 in (5.7), it follows that X2Y

4
3  XY 2 + X

5
2 Y . Hence, on combining

our bound for W2(X ,Y ; e) with the contributions (5.13), we are led to the bound

#M2(X ,Y ; e) ε (XY )ε

(
XY 2 + X

5
2 Y

e2
+ XY + Y

4
3

)
,

for the cardinality of (5.10). Finally, it follows that

#M2(X ,Y ; D) 
∑

D
1
16 <e√X

#M2(X , Y ; e) ε (XY )ε

(
XY 2 + X

5
2 Y

D
1
16

+ X
3
2 Y + X

1
2 Y

4
3

)
.

This completes the proof of Proposition 5.3. ��
Later in our argument we will also need to deal with summations over x in which

one of the linear forms L1, . . . , L4 takes a particularly small value. We take this
opportunity to prove the following analogue of [5, Lemma 2.1], whose proof is a
minor modification of the one that we use to prove Proposition 5.3.

Lemma 5.8 Let ε > 0. Define Mi1,δ(X ,Y ) = {(x, y) ∈M (X ,Y ) : |Li1(x)| � |x|δ},
for any δ ∈ (0, 1) and i1 ∈ {1, . . . , 4}, where M (X ,Y ) is given by (2.5). Then

#Mi1,δ(X ,Y ) ε,δ (XY )ε(X
1
2 (1+δ)Y 2 + X

1
2 (4+δ)Y ).

Proof Assume without loss of generality that i1 = 1. Then Lemma 5.7 implies that
|Li (x)| �δ X for any i ∈ {2, 3, 4}. We maintain the notation from the proof of
Proposition 5.3. On recalling (5.14) and (5.15), we introduce an extra dyadic parameter
R for the range of L1(x) and similarly obtain

#M1,δ(X ,Y ) 
∑

x∈S (X)

|L1(x)|Xδ

N (Qx; Y )

ε,δ X1+δY
4
3+ε + Y 1+ε

X
1
2

∑

R↗Xδ

T↗Y
1
3

1

R
1
2 T

W2,1(R, X , T ; 1)
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ε,δ X1+δY
4
3+ε + X1+εY 1+ε

X
1
2

∑

R↗Xδ

T↗Y
1
3

R(T 4 + T X
3
2 )

R
1
2 T

ε,δ (XY )ε(X1+δY
4
3 + X

1
2 (1+δ)Y 2 + X

1
2 (4+δ)Y ).

Using (5.7) with α = 1
3 , we have X

1
2 (1+δ)Y 2 + X

1
2 (4+δ)Y � X1+δY

4
3 . ��

It is now time to analyse the size of the setM1(X ,Y ; D) that was defined in (5.2).

Proof of Proposition 5.2 We note that

#M1(X ,Y ; D) =
∑

x∈S (X), Δbad(x)�D

N (Qx; Y ),

whereS (X) is given by (5.11), Qx by (5.12) and N (Qx; Y ) is the counting function
defined in (4.1). Let us put

‖Qx‖ = max
1�i�4

|Li (x)|, Δ(x) =
4∏

i=1
Li (x). (5.16)

Under the assumption that Δbad(x) � Y
1
20 , it follows from Lemma 4.1 that

N (Qx; Y ) ε � (�(x)) Δbad(x)
1
4+ε

(
Y

4
3 N1(x,Y )+ Y 2N2(x,Y )

)
,

for any ε > 0, where the arithmetic function � is defined by (4.2), and

N1(x,Y ) = ‖Qx‖ 5
2

|Δ(x)| 58
L(σY , χQx) and N2(x,Y ) = ‖Qx‖ 5

2

|Δ(x)| 78
L(σY , χQx).

We can alternatively write �(m) = ∑t |m
μ2(t)
t . Under the assumption D � Y

1
20 , it

therefore follows that

#M1(X ,Y ; D) ε

∑

r∈N

r �-full
r�D

r
1
4+ε

∑

x∈S (X)
Δbad(x)=r

⎛

⎝
∑

t |Δ(x)

μ2(t)

t

⎞

⎠
(
Y

4
3 N1(x,Y )+ Y 2N2(x,Y )

)
.

Hence

#M1(X , Y ; D) 
∑

r ,t∈N

t �-free, tX4

r �-full, r�D

r
1
4+ε

t

∑

d∈N
4

d1···d4=[r ,t]

Nd(X ,Y ), (5.17)
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where

Nd(X ,Y ) =
∑

x∈S (X)
di |Li (x)

(
Y

4
3 N1(x,Y )+ Y 2N2(x,Y )

)
.

We recall that

L(σY , χQx) =
∞∑

n=1

χQx(n)

nσY
,

where σY = 1+ 1
log Y > 1. We have L(σY , χQx) � 0. By Lemma 5.7 we can assume

without loss of generality that |Li (x)| � |L1(x)| for i � 2. On introducing dyadic
decomposition parameters S for |x| and R for |L1(x)|, and on dropping the primitivity
condition on x, it follows that

Nd(X , Y ) 
∑

S↗X

∑

R↗S

(
S

5
8 Y

4
3

R
5
8

+ Y 2

S
1
8 R

7
8

)
Nd(S, R,Y ), (5.18)

where

Nd(S, R,Y ) =
∑

x∈Z
2

|x|∼S, |L1(x)|∼R∏4
i=1 Li (x) �=�
di |Li (x)

∞∑

n=1

χQx(n)

nσY
.

(5.19)

In particular, we may assume that d1 · · · d4  S4. We have Li (x) = ai x1 + bi x2
for 1 � i � 4, where gcd(ai , bi ) = 1. But then there exists a matrix M ∈ SL2(Z)

with first row equal to (a1, b1). Making the change of variables y = Mx, we let
Ji (y) = Li (M−1y), for 1 � i � 4. We can thus rewrite (5.19) as

Nd(S, R,Y ) =
∑

y∈Z
2

|y1|∼R, |M−1y|∼S∏4
i=1 Ji (y) �=�
di |Ji (y)

∞∑

n=1

χy(n)

nσY
,

where χy(·) = (
J1(y)···J4(y)

· ).

Let θ > 3
16 . We introduce the truncation parameter

N1 = (S3R)2θ . (5.20)

Then since
∏4

i=1 Ji (y) �= �, the character χy is a non-principal Dirichlet character
of modulus at most

∏4
i=1 |Ji (y)| 

∏4
i=1 |Li (x)|  S3R. The Burgess bound in
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Lemma 3.1 implies that

∑

n>N1

χy(n)

nσY
θ N

− 1
2

1 (S3R)θ  1.

Thus it follows that

∑

y∈Z
2

|y1|∼R, |M−1y|∼S∏4
i=1 Ji (y) �=�
di |Ji (y)

∑

n>N1

χy(n)

nσY
θ

SR

d1 · · · d4 + S. (5.21)

It remains to study the contribution

∑

y∈Z
2

|y1|∼R, |M−1y|∼S∏4
i=1 Ji (y) �=�
di |Ji (y)

∑

n�N1

χy(n)

nσY
.

We observe that gcd(di , d j ) | D for each 1 � i < j � 4. We need to separate
out the contribution from those y for which

∏4
i=1 Ji (y) = �. For such y, the n-sum

contributes Oε(N ε
1 ). Moreover, there are O(Y ε) primitive vectors |y| � Y for which∏4

i=1 Ji (y) = �, by the proof of Lemma 5.1, leading to an overall contribution
Oε(S1+ε), on extracting possible common divisors from y1 and y2. Hence

∑

y∈Z
2

|y1|∼R, |M−1y|∼S∏4
i=1 Ji (y) �=�
di |Ji (y)

∑

n�N1

χy(n)

nσY
= Oε(S

1+εN ε
1 )+

∑

n�N1

1

nσY
Td(n; S, R), (5.22)

where

Td(n; S, R) =
∑

y∈Z
2

|y1|∼R, |M−1y|∼S
di |Ji (y)

(
J1(y) · · · J4(y)

n

)
.

Note that once y1 is fixed, there exists an interval Ky1 of length O(S), such that
|M−1y| ∼ S if and only if y2 ∈ Ky1 . For fixed y1, we are now in a position to
apply Lemma 3.2 to estimate the character sum involving y2. Note that there exists
a factorisation n = n0n21, with n0 square-free. Applying Lemma 3.2 with A = D ,
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q = 1 and k = 4, we therefore obtain

Td(n; S, R) ε

∑

|y1|∼R

⎛

⎝ S

n
1
2
0 d1 · · · d4

+ n
1
2
0 log(d1 · · · d4)

⎞

⎠ nε/2
0 gcd(y1, n0d1 · · · d4)

ε (d1 · · · d4n0)ε
⎛

⎝ RS

n
1
2
0 d1 · · · d4

+ n
1
2
0 R

⎞

⎠ ,

for any ε > 0, since
∑

y�Y gcd(y, a) �
∑

d|a d#{y � Y : d | y} � τ(a)Y , for any

a ∈ N. Since d1 · · · d4  S4, it now follows that

∑

n�N1

1

nσY
Td(n; S, R) ε (d1 · · · d4)ε

∑

n0�N1

1

n0

⎛

⎝ SR

n
1
2−ε

0 d1 · · · d4
+ Rn

1
2+ε

0

⎞

⎠

ε

SR

(d1 · · · d4)1−ε
+ RN

1
2+ε

1 S4ε.

Wemay now record our final estimate for (5.19). Combining the previous line with
(5.21) and (5.22), and recalling the choice of N1 made in (5.20), we therefore deduce
that

Nd(S, R, Y ) ε,θ

SR

(d1 · · · d4)1−ε
+ S + S1+εN ε

1 + RN
1
2+ε

1 S4ε

ε,θ

SR

(d1 · · · d4)1−ε
+ S1+2ε + R(S3R)θ S8ε.

On rescaling ε, we finally obtain

Nd(S, R,Y ) ε,θ

SR

(d1 · · · d4)1−ε
+ Sε

(
S + S3θ R1+θ

)
, (5.23)

for any θ > 3
16 .

We are now ready to sum over all dyadic intervals in (5.18). Inserting (5.23), it
follows that

Nd(X ,Y ) ε,θ

∑

S↗X

∑

R↗S

(
S

5
8 Y

4
3

R
5
8

+ Y 2

S
1
8 R

7
8

)(
SR

(d1 · · · d4)1−ε
+ Sε

(
S + S3θ R1+θ

))

ε,θ Y
4
3

(
X2

(d1 · · · d4)1−ε
+ Xε

(
X

13
8 + X1+4θ)

)

+ Y 2
(

X

(d1 · · · d4)1−ε
+ Xε

(
X

7
8 + X4θ

))
.
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Making the choice θ = 7
32 , we obtain

Nd(X ,Y ) ε

X2Y
4
3 + XY 2

(d1 · · · d4)1−ε
+ Xε

(
X

15
8 Y

4
3 + X

7
8 Y 2

)

in (5.17). It remains to sum over all r , t . Using the trivial bound for the divisor function
τ4, we obtain

∑

r ,t∈N

t �-free, tX4

r �-full, r�D

r
1
4+ε

t
τ4([r , t]) ε XεD

3
4+ε.

Similarly, in view of the lower bound [r , t] � max(r , t) � r
7
8 t

1
8 , we have

∑

r ,t∈N

t �-free, tX4

r �-full, r�D

r
1
4+ε

t

τ4([r , t])
[r , t]1−ε

ε

∑

r ,t∈N

t �-free, tX4

r �-full, r�D

1

r
5
8−2εt 98−2ε

ε 1.

The statement of Proposition 5.2 is now clear. ��

5.2 Proof of Proposition 5.4

Recall the definition (5.11) of S (X). Then we have

#M (X ,Y ) =
∑

x∈S (X)

N (Qx; Y ),

where Qx is given by (5.12) and N (Qx; Y ) is the counting function defined in (4.1).
We continue to adopt the notation ‖Qx‖ and Δ(x) that was introduced in (5.16). In
this section we see what can be deduced from an application of Lemma 4.4. Letting
m(Qx) = min1�i�4 |Li (x)|, we obtain

N (Qx; Y ) ε

Δbad(x)εL(1, χQx)

(m(Qx)‖Qx‖) 1
2

Y 2 + ‖Qx‖11+ε

m(Qx)6|Δ(x)| 12
Y

3
2+ε,

for any ε > 0. Lemma 5.7 implies that |�(x)| 12 � ‖Qx‖ 3
2m(Qx)

1
2 . Since ‖Qx‖  X ,

it follows that

#M (X ,Y ) ε Y 2
∑

x∈S (X)

Δbad(x)εL(1, χQx)

(m(Qx)‖Qx‖) 1
2

+ X
19
2 +εY

3
2+ε

∑

x∈S (X)

1

m(Qx)
13
2

.

(5.24)
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But a standard dyadic decomposition procedure yields

∑

x∈S (X)

1

m(Qx)
13
2


4∑

i1=1

∑

S↗X

1

S
13
2

#{x ∈ S (X) : |Li1(x)| ∼ S}  X .

Thus the overall contribution from the second term isε X
21
2 +εY

3
2+ε  X11Y

3
2+ε.

In what follows we focus on the first summand. Much as in the proof of Proposi-
tion 5.2, we carry out two dyadic decompositions. Then, for fixed i1 ∈ {1, . . . , 4}, we
are reduced to estimating

∑

S↗X

∑

R↗S

1

S
1
2 R

1
2

Wi1(S, R), (5.25)

where

Wi1(S, R) =
∑

x∈S (X)
|x|∼S, |Li1 (x)|∼R

Δbad(x)εL(1, χQx). (5.26)

One of the ingredients we will need in our treatment ofWi1(S, R) is a proof that there
are relatively few x for whichΔbad(x) is large. This is achieved in the following result.

Lemma 5.9 Let δ � 0 and let i1 ∈ {1, . . . , 4}. Then

#
{
x ∈ Z

2
prim : |x| ∼ S, |Li1(x)| ∼ R, Δbad(x) > (SR)δ

}
 (SR)1−

δ
8 .

Proof Let Nδ(S, R) denote the quantity that is to be estimated. First, we observe that
the condition Δbad(x) > (SR)δ implies that at least one of L1(x), . . . , L4(x) has

a square-full part that exceeds (SR)
δ
4 . Let us assume that Li0 has square-full part

> (SR)
δ
4 , with i0 �= i1. Upon a non-singular change of variables, we may therefore

assume that Li0(x) = x1 and Li1(x) = x2. But then, on summing trivially over x2, we
obtain

Nδ(S, R)  R
∑

(SR)
δ
4aS

a �-full

∑

x1∈Z�=0
|x1|�S, a|x1

1 (SR)1−
δ
8 ,

which is satisfactory. Alternatively, if Li1(x) is the term with large square-full part,
then a similar manipulation yields

Nδ(S, R)  S
∑

(SR)
δ
4aR

a �-full

∑

x1∈Z�=0
|x1|�R, a|x1

1 (SR)1−
δ
8 ,

which completes the proof of the lemma. ��
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We are now ready to estimate the quantity in (5.26).

Lemma 5.10 Let δ � 0. Then

Wi1(S, R) ε SR + Sε
(
(SR)

δ
2

(
S + S

21
32 R

39
32

)
+ (SR)1−

δ
8

)
.

Proof For given δ � 0, we write

Wi1(S, R) = Wi1,1(S, R; δ)+Wi1,2(S, R; δ),

where the sum Wi1,1(S, R; δ) is subject to the condition Δbad(x) � (SR)δ and
Wi1,2(S, R; δ) has Δbad(x) > (SR)δ .

Observe that

Δbad(x)εL(1, χQx)  |x|4ε log (2+ ‖Qx‖) ε X5ε. (5.27)

Rescaling ε and applying Lemma 5.9, we get a satisfactory bound for the term
Wi1,2(S, R; δ). Turning toWi1,1(S, R; δ), we begin in the same way as in the proof of
Proposition 5.2. Thus

Wi1,1(S, R; δ) �
∑

d�(SR)δ

d �-full

dε
∑

d∈N
4

d=d1···d4

N ′i1,d(S, R),

where

N ′i1,d(S, R) =
∑

x∈S (X)
|x|∼S, |Li1 (x)|∼R

di |Li (x)

L(1, χQx).

This is essentially the same sum that we already met in (5.19) and we can directly
apply the bound (5.23). Taking θ = 7

32 , we get

N ′i1,d(S, R) ε

SR

(d1 · · · d4)1−ε
+ Sε

(
S + S

21
32 R

39
32

)
,

whence Wi1,1(S, R; δ) ε SR + Sε(SR)
δ
2 (S + S

21
32 R

39
32 ). ��

Inserting Lemma 5.10 into (5.25) and summing over dyadic intervals, we are now
led to the conclusion that

∑

S↗X

∑

R↗S

1

S
1
2 R

1
2

Wi1(S, R) ε X + Xε
(
X

7
8+δ + X1− δ

4

)
.

Taking δ = 1
10 , the right hand side is O(X), on taking ε sufficiently small. Therefore

the overall contribution of the first term in (5.24) is O(XY 2), thereby completing the
proof of Proposition 5.2.
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5.3 Proof of Proposition 5.6

Our proof of Proposition 5.6 relies on viewing the equation (1.1) in the form (1.3),
where Q1, Q2 are the diagonal quadratic forms defined in (2.2), where gcd(ai , bi ) = 1
for 1 � i � 4. As usual, we proceed under the assumption that the pencil Q1 = Q2 =
0 defines a smooth curve Z ⊂ P

3 of genus 1, such that Z(R) = ∅.
Wewill be led to make crucial use of properties of the lattice�[u],k that was defined

in (3.9). In particular, we will need to show that its successive minima are not typically
lop-sided. We begin, however, with the following basic estimate.

Lemma 5.11 Let ε > 0 and let D, E > 0 such that 1 E  D3/4. Then

∑

d�D

∑

v∈Z
4

|v|�E
d|Qi (v), i=1,2

1 E2+ε + E4

D
· log E

log log E
.

Proof If the left hand side is non-zero, then there exists a vector v ∈ Z
4 such that

|v| � E and d | Qi (v) for i = 1, 2. But then D  E2, since Q1(v), Q2(v) cannot
both vanish. Thus we may proceed under the assumption that D  E2.

We sort the sum on the left according to the value of gcd(Q1(v), Q2(v)). This gives

∑

d�D

∑

|v|�E
d|Qi (v) for i=1,2

1 =
log(ME2/D)∑

c=0

∑

g∼2cD
τD(g)

∑

|v|�E
g=gcd(Q1(v),Q2(v))

1,

where τD(g) = #{d � D : d | g} andM = max (|a1| + · · · + |a4|, |b1| + · · · + |b4|) .

We claim that

τD(g)  min

(
2c, e

2 log E
log log E

)
.

Indeed, if g ∈ [2cD, 2c+1D) and g = f d for some d � D, then 2c  f � 2c. This
implies that τD(g)  2c. On the other hand,

τD(g) � τ(g) � e(log 2+o(1)) log g
log log g  e

log g
log log g ,

by Tenenbaum [27, Thm. 5.4], for example. The claim follows, since g � ME2.
Next, we observe that if g = gcd(Q1(v), Q2(v)) then

Q1(v)
g

· Q2(v) = Q1(v) · Q2(v)
g

,
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where gcd(g−1Q1(v), g−1Q2(v)) = 1. Moreover, we also have

max

( |Q1(v)|
g

,
|Q2(v)|

g

)
� ME2

2cD
.

It follows that

∑

g∼2cD

∑

|v|�E
g=gcd(Q1(v),Q2(v))

1 � #M ∗
(
ME2

2cD
, E

)
, (5.28)

in the notation of (5.4). Hence Corollary 5.5 yields

#M ∗
(
ME2

2cD
, E

)
ε E2+ε + E4

2cD
+ E16/3

4cD2 , (5.29)

for any ε > 0, provided that ME2/(2cD) � E2/3 log E . The latter is equivalent to
ME4/3 � 2cD log E , which is implied by the hypothesis of the lemma.

We shall argue differently according to the size of c. Let L > 0 be a parameter to
be selected in due course. For small c, it follows from (5.28) and (5.29) that

L∑

c=0

∑

g∼2cD
τD(g)

∑

|v|�E
g=gcd(Q1(v),Q2(v))

1ε

L∑

c=0
2c
(
E2+ε + E4

2cD
+ E16/3

4cD2

)

ε 2L E2+ε + LE4

D
+ E16/3

D2 .

On the other hand, for the remaining c, the (5.28) and (5.29) yield

∑

c>L

∑

g∼2cD
τD(g)

∑

|v|�E
g=gcd(Q1(v),Q2(v))

1ε e
2 log E
log log E

∑

c>L

(
E2+ε + E4

2cD
+ E16/3

4cD2

)

 e
2 log E
log log E

(
E2+ε log E + E4

2L D
+ E16/3

4L D2

)
.

We shall take L = 4 log E
log log E . It now follows that

∑

d�D

∑

|v|�E
d|Qi (v) for i=1,2

1ε E2+2ε + E4

D
· log E

log log E
+ E16/3

D2 ,

since cL log E = Oε(Eε) for any c � 1. Now E16/3/D2 � E4/D if E � D3/4.
Hence the lemma follows on redefining the choice of ε. ��
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We can use this result to assess the average size of the smallest successive minimum
s1,[u],k of the lattice lattice�[u],k that was defined in (3.9), for k ∈ N and [u] ∈ V×k , in
the notation of (3.8). At this point it is convenient to recall the notation (3.11), where
� is the product of bad primes defined in (2.1). The following result is rather general,
since it will be used in more than one context in what follows.

Lemma 5.12 Let f , e,m, D ∈ N and assume that m | e. Then
∑

d�D
f |d

∑

[u]∈V×de

1

s3
1,[u], de

m f

 m� f� · (m f )
5
4 · (De)−

1
4

log De

log log De
.

Proof Let v ∈ Z
4 be a non-zero vector in the lattice �[u], de

m f
, with Euclidean length

equal to s1,[u], de
m f
. This implies that de

m f | Qi (v) for i = 1, 2. Since we cannot have

Q1(v) = Q2(v) = 0, so it follows that de
m f  |v|2. Once combined with (3.10), this

therefore implies that the smallest successive minimum of �[u], de
m f

satisfies

(
de

m f

) 1
2  s1,[u], de

m f

(
de

m f

) 3
4

.

Splitting the sum in the lemma into dyadic intervals, we obtain

∑

d�D
f |d

∑

[u]∈V×de

1

s3
1,[u], de

m f


∑

(
De
m f

) 1
2↙E↗

(
De
m f

) 3
4

S(E)

E3 , (5.30)

where

S(E) =
∑

d�D
f |d

∑

[u]∈V×de
s
1,[u], dem f

∼E

1 �
∑

v∈Z
4

|v|∼E

∑

d�D
f |d

∑

[u]∈V×de
v∈�[u], dem f

1

�
∑

d ′� D
f

∑

�| d′em

∑

|v|∼E

gcd(v, d
′e
m )=�

d′e
m |Qi (v), i=1,2

∑

[u]∈V×
d′e f

v∈�[u], d′em

1

=
∑

d ′� D
f

∑

�| d′em

∑

|v′|∼E/�

gcd(v′, d′e
�m )=1

d′e
m |Qi (�·v′), i=1,2

∑

[u]∈V×
d′e f

�·v′∈�[u], d′em

1.

We observe that if � · v′ ∈ �[u], d′em , with � | d ′e
m and gcd(v′, d ′e

�m ) = 1, then there

exists λ ∈ Z such that � · v′ ≡ λ · u mod d ′e
m , which implies that λ = �λ′ for some
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λ′ ∈ Z which is coprime with d ′e
�m . But then it follows that v′ ≡ λ′ · u mod d ′e

�m and so

Qi (v′) ≡ 0 mod d ′e
�m , for i = 1, 2. Hence

S(E) �
∑

d ′� D
f

∑

�| d′em

∑

|v′|∼E/�

gcd(v′, d′e
�m )=1

d′e
�m |Qi (v′), i=1,2

∑

[u]∈V×
d′e f

v′∈�[u], d′e
�m

1.

The first part of Lemma 3.5 implies that the inner sum is O((��m� f�) · (�m f )).
If write Mm, f = m� f�m f , then it follows that

S(E)  Mm, f

∑

d ′� D
f

∑

�| d′em

∑

|v′ |∼E/�

gcd(v′, d′e
�m )=1

d′e
�m |Qi (v′), i=1,2

���  Mm, f

∑

k∈N
p|k⇒p|�

∑

�E
��=k

k�
∑

d ′� D
f

�| d′em

∑

|v′ |∼E/�

gcd(v′, d′e
�m )=1

d′e
�m |Qi (v′), i=1,2

1.

It now follows from Lemma 5.11 that the inner sum is

∑

d ′� D
f

�| d′em

∑

|v′|∼E/�

gcd(v′, d′e
�m )=1

d′e
�m |Qi (v′), i=1,2

1 �
∑

d ′′� De
�m f

∑

|v′|∼E/�

d ′′|Qi (v′), i=1,2

1ε

(
E

�

)2+ε

+ m f E4

�3De
· log E

log log E
,

for any ε > 0, since clearly

E

�

(

De

�m f

)3/4

in (5.30). Thus

S(E) ε Mm, f

(
E2+εU (1+ ε)+ m f E4

De
· log E

log log E
·U (2)

)
,

where

U (θ) =
∑

k∈N
p|k⇒p|�

∑

�E
��=k

k

�θ
.

Finally, for any θ > 1, we note that

U (θ) �
∑

kE
p|k⇒p|�

∑

�′E

k1−θ

�′θ


∑

kE
p|k⇒p|�

k1−θ θ 1.
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Hence

S(E) ε Mm, f

(
E2+ε + m f E4

De
· log E

log log E

)
.

Returning to (5.30) and summing over dyadic intervals for E , the statement of the
lemma easily follows. ��

Armedwith the previous facts about our lattices�[u],k ,we are now ready to establish
the following result, which is a critical step towards Proposition 5.6.

Lemma 5.13 Let ε > 0, let D � 1 and let e ∈ N. Then

∑

d�D

∑

y∈Z
4
prim

|y|�Y
de|Qi (y), i=1,2

1ε

Y 4

De2−ε
+ Y 3

(De)
1
4

log De

log log De
+ D2e1+ε.

Proof Dropping the primitivity condition, we first note that

∑

d�D

∑

y∈Z
4
prim

|y|�Y
de|Qi (y), i=1,2

1 �
∑

d�D

∑

[u]∈V×de

∑

|y|�Y
y∈�[u],de

1,

where the inner sum is now over all y ∈ Z
4. Recalling that �[u],de is an integer lattice

of rank 4 and determinant (de)3, it follows from a lattice point counting result due to
Schmidt [23, Lemma 2] that

∑

|y|�Y
y∈�[u],de

1 Y 4

(de)3
+

3∑

j=1

Y j

s1,[u],de · · · s j,[u],de + 1 Y 4

(de)3
+ Y 3

s31,[u],de
+ 1,

where 1 � s1,[u],de � · · · � s4,[u],de are the successive minima of �[u],de.
Taking f = m = 1 in Lemma 5.12, we obtain

∑

d�D

∑

[u]∈V×de

Y 3

s31,[u],de
 Y 3

(De)
1
4

log De

log log De
.

Moreover,

∑

d�D

∑

[u]∈V×de

(
Y 4

(de)3
+ 1

)

(
Y 4 + D3e3

)∑

d�D

#V×de
(de)3

.
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To estimate #V×de we may appeal to the second part of Lemma 3.5, which gives

#V×de ε dε
�e

1+ε · d ·
∏

p|d
p��

(
1+ O(p−

1
2 )
)

,

for any ε > 0. Hence

∑

d�D

#V×de
(de)3

ε

1

e2−ε

∑

d�D

dε
�

d2
·
∏

p|d
p��

(
1+ O(p−

1
2 )
)
ε

1

De2−ε
.

The statement of the lemma follows on collecting together the various estimates. ��
Combing the latter with our earlier work, we can now record the following bound.

Corollary 5.14 Let D,Y � 1. Then

∑

d�D

∑

y∈Z
4
prim

|y|�Y
d|Qi (y), i=1,2

1ε Y 2+ε + Y 4

D
log Y D,

for any ε > 0.

Proof If D  Y
4
3 , then we apply Lemma 5.13 with e = 1. Otherwise, if D � Y

4
3 ,

the desired bound is a consequence of Lemma 5.11. This completes the proof. ��
We now have all the tools in place to complete the proof of Proposition 5.6. On

appealing to Lemma 5.1 and breaking the range of |y| into dyadic intervals, we find
that

#M (X ,Y ) ε XεY 2+ε +
∑

Y0↗Y

∑

y∈Z
4
prim

|y|∼Y0

M(X , y),

for any ε > 0, where M(X , y) = #
{
x ∈ Z

2
prim : (1.3)holds, |x| ∼ X

}
. Since

gcd(x1, x2) = 1, (1.3) implies that x1 = ±Q2(y)/d and x2 = ±Q1(y)/d, where
d = gcd(Q1(y), Q2(y)). In particular, we must have max(|Q1(y)|, |Q2(y)|) ∼ Xd.
Let

C = inf
t∈R4,|t|∼1

max (|Q1(t)|, |Q2(t)|) .

Our assumption that Z(R) = ∅ implies that C > 0, for a constant C that
depends only on the coefficients of Q1, Q2. It follows from homogeneity that
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max(|Q1(y)|, |Q2(y)|) � Y 2
0 , for any |y| ∼ Y0. In this way we deduce that

#M (X ,Y ) ε XεY 2+ε +
∑

Y0↗Y

∑

d�D

∑

y∈Z
4
prim

|y|∼Y0
d|Qi (y), i=1,2

1,

for any ε > 0, where D = Y 2
0 /X . We now apply Lemma 5.13, which gives

#M (X ,Y ) ε XεY 2+ε +
∑

Y0↗Y

(
Y 4
0

D
+ Y 3

0

D
1
4

log D

log log D
+ D2

)

= XεY 2+ε
∑

Y0↗Y

(
XY 2

0 + X
1
4 Y

5
2
0

log Y0
log log Y0

+ Y 4
0

X2

)
,

on taking ε = 1
4 and D = Y 2

0 /X . Proposition 5.6 readily follows on summing over
Y0.

6 Asymptotics via the geometry of numbers

The purpose of this section is to prove Proposition 2.2, which provides an asymptotic
formula for

#L1(B) = #
{
(x, y) ∈ L (B) : B 1

4+η � |x| � B
1
2−η
}

,

whereL (B) is given by (2.6). In particular, we note that any (x, y) counted by #L1(B)

must satisfy |y| � B
3
8− η

2 . Breaking into dyadic intervals, we therefore find that

#L1(B) =
∑

Y↗B
3
8−

η
2

#

{
(x, y) ∈ Z

2
prim × Z

4
prim :

(1.1)and(2.3)hold, |y| ∼ Y

B
1
4+η � |x| � min(B/|y|2, B 1

2−η)

}
.

We claim that there is a satisfactory overall contribution from Y in the range Y �
B

1
4+ η

2 . But it follows from Theorem 2.1 that this contribution is


∑

Y↗B
1
4+

η
2

(
B

1
2−η · Y 2 +

(
B

Y 2

) 1
4

Y
5
2

log B

log log B

)
 B,

on breaking the sum over x into dyadic intervals. We can use Lemma 5.1 to handle
the overall contribution from those x, y for which (2.3) fails. Hence

#L1(B) =
∑

B
1
4+

η
2↙Y↗B

3
8−

η
2

#M̃ (Y )+ O(B), (6.1)
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where

M̃ (Y ) =
{
(x, y) ∈ Z

2
prim × Z

4
prim :

(1.1) holds, |y| ∼ Y

B
1
4+η � |x| � B/|y|2

}
. (6.2)

The main goal of this section is to produce the following asymptotic formula for the
cardinality of M̃ (Y ).

Proposition 6.1 Let Y � 1 such that B
1
4+ η

2  Y  B
3
8− η

2 . Then

#M̃ (Y ) = 2S1B

(
σ∞(Y )+ O

(
Y 2

B
3
4−η

))
+ O

(
B√
log B

)
,

where S1 is given by (2.8) and

σ∞(Y ) =
∫

y∈R
4

|y|∼Y

dy
|y|2 max(|Q1(y)|, |Q2(y)|) . (6.3)

We may insert this result into (6.1), noting that
∑

Y↗B
3
8−

η
2
Y 2/B

3
4−η  1. Hence

we obtain

#L1(B) = 2S1B ·
∑

B
1
4+

η
2↙Y↗B

3
8−

η
2

σ∞(Y )+ O
(
B
√
log B

)
.

This therefore completes the proof of Proposition 2.2, subject to Proposition 6.1.

6.1 Preliminary steps

We now turn to the task of estimating the cardinality of (6.2). Rewriting (1.1) as (1.3)
and extracting the greatest common divisor d of Q1(y) and Q2(y), we begin our proof
of Proposition 6.1 by writing

#M̃ (Y ) =
∞∑

d=1

∑

y∈Z
4
prim∩B(Y ,d)

d=gcd(Q1(y),Q2(y))

2,

where the factor 2 corresponds to the possible parameterisations (x1, x2) =
d−1(Q2(y), Q1(y)) and (x1, x2) = −d−1(Q2(y), Q1(y)), and we have put

B(Y , d) =
{
y ∈ R

4 : |y| ∼ Y , B
1
4+η � max(|Q1(y)|, |Q2(y)|)

d
� B

|y|2
}

. (6.4)
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The assumption Z(R) = ∅ implies that max(|Q1(y)|, |Q2(y)|) � Y 2 for any y ∈ R
4

such that |y| ∼ Y . Hence D1  d  D2 where

D1 = Y 4

B
and D2 = Y 2

B
1
4+η

. (6.5)

It follows that

#M̃ (Y ) =
∑

D1dD2

∑

y∈Z
4
prim∩B(Y ,d)

d=gcd(Q1(y),Q2(y))

2.

Let M, z > 0 be parameters to be chosen in due course. Let

T1 =
∑

D1dD2

∑

y∈Z
4
prim∩B(Y ,d)

d|Qi (y), i=1,2
gcd(d−1Q1(y),d−1Q2(y),P(z))=1

1. (6.6)

Then we clearly have

2T1 − T2 − T3 � #M̃ (X ,Y ) � 2T1, (6.7)

where

T2 =
∑

D1dD2

∑

y∈Z
4
prim∩B (Y ,d)

d|Qi (y), i=1,2
∃p∈(z,M] s.t. p| Qi (y)

d , i=1,2

1, T3 =
∑

D1dD2

∑

y∈Z
4
prim∩B (Y ,d)

d|Qi (y), i=1,2
∃p>M s.t. p| Qi (y)

d , i=1,2

1.

We shall produce upper bounds for T2 and T3, and an asymptotic formula for T1.

Lemma 6.2 Let ε > 0. Then

T2 η

B

z1−ε
+ B1− η

2 M3 and T3 ε Y 2+ε + B(log B)2

M
.

Proof We start by noting that T2 �
∑

p∈(z,M]Up, where

Up =
∑

D1dD2

∑

y∈Z
4
prim

|y|∼Y
dp|Qi (y), i=1,2

1,

123



4166 D. Bonolis et al.

for any prime p. We may use Lemma 5.13 to estimateUp, on breaking the d-sum into
dyadic intervals. In this way, on recalling (6.5), we see that

T2 ε

∑

p∈(z,M]

(
Y 4

D1 p2−ε
+ Y 3

(D1 p)
1
4

log D2 p

log log D2 p
+ D2

2 p
1+ε

)

 Y 4

D1z1−ε
+ Y 3M

3
4 log B

D
1
4
1

+ D2
2M

2+ε

 B

z1−ε
+ B

1
4 Y 2M

3
4 log B + Y 4M2+ε

B
1
2+2η

,

for any ε > 0. Since Y  B
3
8− η

2 , it follows that

B
1
4 Y 2M

3
4 log B  B1−ηM

3
4 log B η B1− η

2 M3.

Similarly,

Y 4M2+ε

B
1
2+2η

 B1−4ηM2+ε  B1− η
2 M3,

which completes the proof of the first part of the lemma.
We now turn to T3 �

∑
p>M Up. If pd | Qi (y) for i = 1, 2 then there exists

q � D1M such that q | Qi (y) for i = 1, 2. Under our assumption Z(R) = ∅, it
follows that

T3  log Y
∑

D1MqY 2

∑

y∈Z
4
prim

|y|∼Y
q|Qi (y), i=1,2

1,

since there O(log Y ) primes divisors of q. Splitting the range of summation over q
into dyadic intervals, Corollary 5.14 yields

T3  log Y
∑

D1M↙G↗Y 2

(
Y 2+ ε

2 + Y 4

G
log B

)
ε Y 2+ε + Y 4

D1M
(log B)2.

Recalling (6.5), this is also satisfactory for the lemma. ��

6.2 Asymptotic formula for T1

It remains to deal with the sum (6.6). The first step is to reduce the primitivity condition
on y to the requirement that gcd(y, dP(z)) = 1, where P(z) = ∏p�z p. This is the
purpose of the following result.
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Lemma 6.3 Let ε > 0. Then

T1 = �1 + Oε

(
Y 2+ε + B log B

z3

)
,

where

�1 =
∑

D1dD2

∑

y∈Z
4∩B(Y ,d)

gcd(y,dP(z))=1
d|Qi (y), i=1,2

gcd(d−1Q1(y),d−1Q2(y),P(z))=1

1.

Proof The proof hinges on the observation that

T1 −
∑

D1dD2

∑

y∈Z
4∩B(Y ,d)

gcd(y,dP(z))=1
d|Qi (y), i=1,2

gcd(d−1Q1(y),d−1Q2(y),P(z))=1

1 �
∑

k>1
gcd(k,P(z))=1

Rk,

where now

Rk =
∑

D1dD2
gcd(d,k)=1

∑

y∈Z
4∩B(Y ,d)

k=gcd(y1,...,y4)
d|Qi (y), i=1,2

gcd(d−1Q1(y),d−1Q2(y),P(z))=1

1.

But clearly

Rk �
∑

D1dD2
gcd(d,k)=1

∑

y′∈Z
4
prim∩k−1B(Y ,d)

d|Qi (y′), i=1,2
gcd(d−1Q1(y′),d−1Q2(y′),P(z))=1

1 �
∑

D1dD2

∑

y′∈Z
4
prim

|y′|∼Y/k
d|Qi (y′), i=1,2

1.

Breaking the d-sum into dyadic intervals, it follows from Corollary 5.14 and (6.5)
that

Rk ε

(
Y

k

)2+ε

+ (Y/k)4 log Y

D1
 Y 2+ε

k2
+ B log B

k4
,

for any ε > 0. Hence

∑

k>1
gcd(k,P(z))=1

Rk ε Y 2+ε + B log B
∑

k>z

1

k4
.

The remaining sum is O(z−3), which thereby completes the proof of the lemma. ��
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We now turn our attention to an asymptotic evaluation of the main term �1 in the
previous lemma. We use the geometry of numbers to prove the following result, in
which we recall the notation (3.8) for V×de.

Lemma 6.4 We have

�1 =
∑

�1|P(z)
�2|P(z)
�3D2

μ(�1�2�3)

�41�2�3

∑

e| P(z)
�1

�2|e
gcd(e,�3)=1

μ(e)

e3
S�1,�3,e + Oη

((
2z + P(z)4

)
B1− η

2

)
,

where

S�1,�3,e =
∑

D1dD2
gcd(d,�1)=1

�3|d

#V×de · volB(Y , d)

d3
.

Proof Using Möbius inversion to handle gcd(d−1Q1(y), d−1Q2(y), P(z)) = 1, we
see that

�1 =
∑

e|P(z)

μ(e)
∑

D1dD2

∑

y∈Z
4∩B (Y ,d)

gcd(y,dP(z))=1
de|Qi (y), i=1,2

1 =
∑

e|P(z)

μ(e)
∑

D1dD2

∑

[u]∈V×de

∑

y∈Z
4∩B (Y ,d)

gcd(y,dP(z))=1
y∈�[u],de

1,

where V×de and �[u],de are given by (3.8) and (3.9), respectively. Appealing to Möbius
inversion once more, we obtain

�1 =
∑

e|P(z)

μ(e)
∑

D1dD2

∑

[u]∈V×de

∑

y∈Z
4∩B(Y ,d)

y∈�[u],de

∑

�|y
�|dP(z)

μ(�).

It will be convenient to observe that

∑

�|y
�|dP(z)

μ(�) =
∑

c|y
c|de

∑

�1|y
�1|P(z)

gcd(�1,de)=1

μ(�1)μ(c) =
∑

�1|y
�1|P(z)

gcd(�1,de)=1

∑

�2|y
�2|e

∑

�3|y
�3|d

gcd(�3,e)=1

μ(�1)μ(�2)μ(�3).
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Note that μ(�1)μ(�2)μ(�3) = μ(�1�2�3) in the summand. But then it follows that

�1 =
∑

�1|P(z)
�2|P(z)
�3D2

μ(�1�2�3)
∑

e| P(z)
�1

�2|e
gcd(e,�3)=1

μ(e)
∑

D1dD2
gcd(d,�1)=1

�3|d

∑

[u]∈V×de

∑

y∈Z
4∩B(Y ,d)

�1�2�3|y
y∈�[u],de

1

=
∑

�1|P(z)
�2|P(z)
�3D2

μ(�1�2�3)
∑

e| P(z)
�1

�2|e
gcd(e,�3)=1

μ(e)
∑

D1dD2
gcd(d,�1)=1

�3|d

∑

[u]∈V×de
N ,

where

N = #

(
Z
4 ∩ (�1�2�3)

−1B(Y , d) ∩�[u], de
�2�3

)
.

Recalling the definition (6.4) ofB(Y , d), we now appeal to the lattice point counting
result worked out by Schmidt [23, Lemma 2]. This yields

N = vol
(
(�1�2�3)

−1B (Y , d)
) · (�2�3)3

(de)3
+ O

⎛

⎜⎝1+ Y 3

(�1�2�3)3s31,[u], de
�2�3

⎞

⎟⎠ ,

where s1,[u], de
�2�3

is the smallest successive minimum of the lattice �[u], de
�2�3

.

Since vol
(
(�1�2�3)

−1B (Y , d)
) = (�1�2�3)

−4 volB(Y , d), it follows that

N = volB(Y , d)

(de)3�41�2�3
+ O

⎛

⎜⎝1+ Y 3

(�1�2�3)3s31,[u], de
�2�3

⎞

⎟⎠ . (6.8)

We begin by handling the overall contribution to �1 from the error terms. Let E1
denote the overall contribution from the term O(1) and let E2 denote the contribution
from the term involving the first successive minimum. Beginning with the latter, it
follows from Lemma 5.12 that

∑

D1dD2
�3|d

∑

[u]∈V×de

Y 3

(�1�2�3)3s31,[u], de
�2�3

 Y 3

�31(�2�3)
7
4

· (�2,��3,�) · (D1e)
− 1

4
log B

log log B
,

making the overall contribution

E2  B1−η log B

log log B

∑

�2|P(z)

�2,�

�
7
4
2

∑

�3D2

�3,�

�
7
4
3

∑

e|P(z)
�2|e

e−
1
4 ,
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since D1 satisfies (6.5) and Y  B
3
8− η

2 . The inner sum is at most 2z and the sums
over �2, �3 are O(1), since

∑

�∈N

��

�
7
4

�
∑

k∈N
p|k⇒p|�

1

k
3
4

∑

�′∈N

1

�′
7
4

 1.

Hence E2 = Oη(2z B1− η
2 ), which is satisfactory.

The remaining error term in the lattice point counting result makes the contribution

E1 
∑

�1|P(z)
�2|P(z)
�3D2

|μ(�1�2�3)|
∑

e|P(z)
�2|e

∑

D1dD2
�3|d

#V×de (6.9)

to �1. We claim that

∑

e|P(z)
�2|e

∑

dD2
�3|d

#V×de  P(z)2D2
2
(�2,��3,�)ε

�2�3

∏

p|�2�3
p��

(
1+ O(p−

1
2 )
)

. (6.10)

To prove this, we appeal to the second part of Lemma 3.5, which implies that

∑

d�D
�3|d

#V×de ε

∑

d�D
�3|d

dedε
�e

ε
�

∏

p|de
p��

(
1+ O(p−

1
2 )
)

 eeε
�

∑

d ′�D/�3

�3d
′(�3,�d ′�)ε

∏

p|�3d ′e
p��

(
1+ O(p−

1
2 )
)

,

for any D � 1, on writing d = �3d ′. Now

∑

d ′�D/�3

d ′d ′ε�
∏

p|d ′
p��

(
1+ O(p−

1
2 )
)


∑

k∈N
p|k⇒p|�

k1+ε
∑

d ′′�D/(k�3)

d ′′
∏

p|d ′′

(
1+ O(p−

1
2 )
)

 D2

�23

∑

k∈N
p|k⇒p|�

k−1+ε.

This is Oε(D2/�23). Hence we have proved that

∑

d�D
�3|d

#V×de 
eeε

��ε
3,�D2

�3

∏

p|�3e
p��

(
1+ O(p−

1
2 )
)

, (6.11)
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for any D � 1. Making the change of variable e = �2e′, and noting that

∑

e′| P(z)
�2

e′e′ε�
∏

p|e′
p��

(
1+ O(p−

1
2 )
)
 P(z)2

�22
,

the claimed bound (6.10) readily follow.

It follows from (6.5) and Y  B
3
8− η

2 that D2
2  B1−4η. On inserting (6.10) into

(6.9) and summing trivially over �1, a similar analysis leads to the conclusion that

E1 ε P(z)3D2
2

∑

�2|P(z)

∑

�3D2

(�2,��3,�)ε

�2�3

∏

p|�2�3
p��

(
1+ O(p−

1
2 )
)

η P(z)4B1− η
2 ,

which is satisfactory for the lemma.
Finally, we note that the main term in our asymptotic formula (6.8) for N gives

∑

�1|P(z)
�2|P(z)
�3D2

μ(�1�2�3)
∑

e| P(z)
�1

�2|e
gcd(e,�3)=1

μ(e)
∑

D1dD2
gcd(d,�1)=1

�3|d

∑

[u]∈V×de

volB(Y , d)

(de)3�41�2�3
,

once inserted into our expression for �1. Finally, on rearranging the terms, we are led
to the main term in the lemma. ��

We now have everything in place to complete the first step in the proof of Proposi-
tion 6.1. We shall take

z = log B

(log log B)2
and M = B

η
10 .

Mertens’ theorem implies that P(z)  e
log B

(log log B)2 η B
η
16 . Hence we obtain

�1 =
∑

�1|P(z)
�2|P(z)
�3D

μ(�1�2�3)

�41�2�3

∑

e| P(z)
�1

�2|e
gcd(e,�3)=1

μ(e)

e3
S�1,�3,e + Oη

(
B1− η

4

)
,

in Lemma 6.4. Next, it follows from Lemma 6.2 that

T2 + T3 ε

B

z1−ε
+ B1− η

2 M3 + Y 2+ε + B(log B)2

M
 B√

log B
.
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since Y  B
3
8− η

2 . Inserting these estimates into (6.7), we obtain

#M̃ (Y ) = 2
∑

�1|P(z)
�2|P(z)
�3D2

μ(�1�2�3)

�41�2�3

∑

e| P(z)
�1

�2|e
gcd(e,�3)=1

μ(e)

e3
S�1,�3,e +

(
B√
log B

)
.

We next show that the sum over �3 can be truncated with acceptable error, as in the
following result.

Lemma 6.5 We have

#M̃ (Y ) = 2T0 +
(

B√
log B

)
,

where

T0 =
∑

�1|P(z)
�2|P(z)
�3|P(z)

μ(�1�2�3)

�41�2�3

∑

e| P(z)
�1

�2|e
gcd(e,�3)=1

μ(e)

e3
∑

D1dD2
gcd(d,�1)=1

�3|d

#V×de · volB(Y , d)

d3
.

Proof Recall the definition of S�1,�3,e from the statement of Lemma 6.4. Then, in order
to prove the lemma, it will suffice to bound

E =
∑

�1|P(z)
�2|P(z)

∑

�3D2
�3�P(z)

|μ(�1�2�3)|
�41�2�3

∑

e|P(z)
�2|e

|μ(e)|
e3

S�1,�3,e

 Y 4
∑

�1|P(z)
�2|P(z)

∑

�3D2
�3�P(z)

1

�41�2�3

∑

e|P(z)
�2|e

1

e3
∑

D1dD2
�3|d

#V×de
d3

.

A modest reworking of the proof of (6.10), using partial summation and (6.11) to
incorporate the weight (de)−3, easily yields

E ε

Y 4

D1

∑

�1|P(z)
�2|P(z)

∑

�3D2
�3�P(z)

1

�41�
3−ε
2 �2−ε

3

ε

Y 4

D1

∑

�3>z

1

�2−ε
3

 B

z1−ε
,

by (6.5). Our choice of z ensures this is satisfactory. ��

6.3 Asymptotic formula for T0

The final step in the proof of Proposition 6.1 is to analyse the main term in Lemma 6.5,
inwhichwe recall thatB(Y , d) is given by (6.4) and the piece of notation (3.8).Making
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the change of variables e = �2e′ and d = �3d ′, we find that

T0 =
∑

�1|P(z)
�2|P(z)
�3|P(z)

μ(�1�2�3)μ(�2)

�41�
4
2�

4
3

∑

e′| P(z)
�1�2

gcd(e′,�3)=1

μ(e′)
e′3

Q�1,�2,�3,e′ , (6.12)

where

Q�1,�2,�3,e′ =
∑

D1/�3d ′D2/�3
gcd(d ′,�1)=1

#V×
�2�3d ′e′ · volB(Y , �3d ′)

d ′3

=
∫

y∈R
4

|y|∼Y

∑

D1,y�d ′�D2,y
gcd(d ′,�1)=1

#V×
�2�3d ′e′

d ′3
dy

(6.13)

and

D1,y = |y|2 max(|Q1(y)|, |Q2(y)|)
�3B

, D2,y = max(|Q1(y)|, |Q2(y)|)
�3B

1
4+η

. (6.14)

Here, we have observed that the condition D1/�1  d ′  D2/�3 is implied by the
condition D1,y � d ′ � D2,y, since Z(R) = ∅. We are therefore led to prove the
following result.

Lemma 6.6 Let Z2 > Z1 > 0 and let c, � ∈ N be square-free coprime integers. Then

∑

Z1�d�Z2
(d,�)=1

#V×cd
d3

= C#V×c h1(c)h2(�)

(
1

Z1
− 1

Z2

)
+ Oε(c

1+εZ
− 3

2+ε

1 ),

for any ε > 0, where

C =
∏

p

(
1− 1

p

)(
1+

∞∑

a=1

#V×pa
p2a

)

h1(c) =
∏

p|c

(
1+

∞∑

a=1

#V×pa
p2a

)−1 (
1+ 1

#V×p

∞∑

a=1

#V×
pa+1

p2a

)

h2(�) =
∏

p|�

(
1+

∞∑

a=1

#V×pa
p2a

)−1
.

Moreover, h1(c) = Oε(cε) and h2(�) = Oε(�
ε), for any ε > 0.
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Proof If 0 < Z1 < 1, the result is trivial, so we may assume Z1 � 1. We begin by
defining the multiplicative function

f (pa) =

⎧
⎪⎨

⎪⎩

p−a#V×pa if p � c�,

p−a#V×
pa+1/#V

×
p if p | c,

0 if p | �.

It follows form the Hasse bound that #V×p = p − Tp + 1, where Tp = O(
√
p).

Moreover, the Chinese remainder theorem implies that

f (d) = #V×cd
d#V×c

for any d ∈ N such that gcd(d, �) = 1. Hence we can write

∑

Z1�d�Z2
(d,�)=1

#V×cd
d3

= #V×c
∑

Z1�d�Z2

f (d)

d2
.

We claim that

∑

d�x

f (d) = Ch1(c)h2(�)x + O
(
x

1
2+ε
)

, (6.15)

for any ε > 0, where C, h1, h2 are defined in the statement of the lemma. Once
achieved, on recalling the bound #V×c = Oε(c1+ε) from Lemma 3.5, an application
of partial summation easily leads to the statement of the lemma. Finally, the bounds
on h1 and h2 in the last part of the lemma follow easily from Lemma 3.5.

To prove (6.15), we write f = 1∗g as a Dirichlet convolution, noting that g(pa) =
f (pa)− f (pa−1) for any prime p and a ∈ N. Suppose first that p � �. Then it follows
from Corollary 3.6 that

g(pa) =

⎧
⎪⎨

⎪⎩

O(p− 1
2 ) if a = 1 and p � �,

−1 if a = 1 and p | �,
0 otherwise.

On the other hand, if p | � then (3.13) and Lemma 3.4 together yield g(pa) = O(a).

Given any k ∈ N, it therefore follows that g(k) ε kε/
√
k1, where k1 is the part of k

that is coprime to ��. Given this, we easily conclude that

∑

d�x

f (d) =
∑

k�x

g(k)
( x
k
+ O(1)

)
= γ x + O(x

1
2+ε),
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for any ε > 0, where

γ =
∞∑

k=1

g(k)

k
=
∏

p

(
1+

∞∑

a=1

g(pa)

pa

)
=
∏

p

(
1− 1

p

)(
1+

∞∑

a=1

f (pa)

pa

)
.

Inserting the definition of f (pa), it is straightforward to see that γ = Ch1(c)h2(�),
as required to complete the proof of the lemma. ��

We now seek to apply this in (6.13). Note from (6.14) that D1,y � Y 4/(�3B), since
we are assuming that Z(R) = ∅. Hence we obtain

Q�1,�2,�3,e′ = C#V×
�2�3e′h1(�2�3e

′)h2(�1)ν(Y )+ Oε

⎛

⎝ (�2e′)1+ε�
5
2
3 B

3
2+ε

Y 2

⎞

⎠ ,

where

ν(Y ) =
∫

y∈R
4

|y|∼Y

(
1

D1,y
− 1

D2,y

)
dy

and D1,y, D2,y are given by (6.14). Clearly ν(Y ) = �3Bσ∞(Y )+ O(�3B
1
4+ηY 2), in

the notation of (6.3). Thus Q�1,�2,�3,e′ is equal to

C#V×
�2�3e′h1(�2�3e

′)h2(�1)�3B
(

σ∞(Y )+ O

(
Y 2

B
3
4−η

))
+ Oε

⎛

⎝ (�2e′)1+ε�
5
2
3 B

3
2+ε

Y 2

⎞

⎠ .

It is now time to insert this estimate into (6.12). First, the overall contribution from
the error term is

ε

B
3
2+ε

Y 2

∑

�1|P(z)
�2|P(z)
�3|P(z)

1

�41�
3−ε
2 �

3
2
3

∑

e′| P(z)
�1�2

1

e′2−ε
ε

B
3
2+ε

Y 2 .

Adjoining the contribution from the main term, we therefore obtain

T0 = C · J (z) · B
(

σ∞(Y )+ O

(
Y 2

B
3
4−η

))
+ Oε

(
B

3
2+ε

Y 2

)
, (6.16)

for any ε > 0, where

J (z) =
∑

�1|P(z)
�2|P(z)
�3|P(z)

μ(�1�2�3)μ(�2)h1(�2�3e′)h2(�1)
�41�

4
2�

3
3

∑

e′| P(z)
�1�2

gcd(e′,�3)=1

μ(e′)
e′3

· #V×
�2�3e′
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=
∑

m|P(z)

∑

�1,...,�4∈N

�1···�4=m

μ(�1)h2(�1)

�41
· μ(�2)

2h1(�2)#V
×
�2

�42

μ(�3)h1(�3)#V
×
�3

�33

· μ(�4)h1(�4)#V
×
�4

�34
.

In view of the second part of Lemma 3.5 and the bounds on h1 and h2 fromLemma 6.6,
we can extend the sum over m to all square-free integers, finding that

J (z) = J + O(z−1),

where

J =
∏

p

(
1− h2(p)

p4
+ h1(p)#V×p

p4
− 2h1(p)#V×p

p3

)

=
∏

p

(
1+

∞∑

a=1

#V×pa
p2a

)−1 (
1+

∞∑

a=1

#V×pa
p2a

− 1

p4
+
(

1

p2
− 2

p

) ∞∑

a=1

#V×pa
p2a

)
.

Recalling the definition of C from the statement of Lemma 6.6, it follows that C J =
S1, in the notation of (2.8). Returning to (6.16) and observing that z � √

log B, it
therefore follows that

T0 = S1B

(
σ∞(Y )+ O

(
Y 2

B
3
4−η

))
+ O

(
B√
log B

)
+ Oε

(
B

3
2+ε

Y 2

)
,

where σ∞(Y ) is given by (6.3). Substituting this into Lemma 6.5, and using the lower

bound Y � B
1
4+ η

2 , we are finally led to the statement of Proposition 6.1.

7 Asymptotics via the circle method

The goal of this section is to prove Proposition 2.3. Recall the notation Δ(x) =∏4
i=1 Li (x) from (5.16). For any x and any compactly supported weight function

w : R4 → R�0, the singular integral is defined to be

σ∞,w(x) =
∫ +∞

−∞

∫

R4
w(y) e

(
−θ(L1(x)y21 + · · · + L4(x)y24 )

)
d y d θ.

In the special case that w0 is the characteristic function of [−1, 1]4, we set σ∞(x) =
σ∞,w0(x). We have σ∞(λx) = λ−1σ∞(x), for any λ > 0. Moreover, it follows from
[5, Lemma 4.12] that

σ∞(x)  1

|Δ(x)|1/4 and σ∞,w(x)  1

|Δ(x)|1/4 , (7.1)
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for any compactly supported smooth weight function w : R4 → R�0.
Finally, we put

S(x) = S(Qx) =
∏

p

σp(x),

where

σp(x) = lim
k→∞

#
{
y ∈ (Z/pkZ)4 : L1(x)y21 + · · · + L4(x)y24 ≡ 0 mod pk

}

p3k
.

With this notation to hand we may now record the first main result of this section,
which closely follows the strategy in [5, § 5].

Proposition 7.1 Let η > 0. Then

#L2(B) = B

ζ(2)

∑

x∈Z
2
prim

B2η�|x|�B
1
4∏4

i=1 Li (x) �=�

σ∞(x)S(x)
|x| + O(η

1
2 B log B)+ Oη(B

1− η2

32 ).

The asymptotic behaviour of the leading term in Proposition 7.1 is our next mile-
stone and is summarised in the following result.

Proposition 7.2 Let η > 0. Then

∑

x∈Z
2
prim

B2η�|x|�B
1
4∏4

i=1 Li (x) �=�

σ∞(x)S(x)
|x| = τ∞S2

4ζ(2)
log B + O(η log B)+ Oη(1),

where τ∞ is given by (2.9) and S2 is given by (2.11).

Combining Propositions 7.1 and 7.2 concludes the proof of Proposition 2.3.

7.1 Proof of Proposition 7.1

Let w : R
4 → R�0 be a compactly supported weight function. Then for any X � 1,

we define the weighted counting function

Lw(B, X) =
∑

x∈Z
2
prim

|x|∼X
Δ(x) �=�

∑

y∈Z
4
prim

(1.1) holds

w

(
|x| 12
B

1
2

y

)
. (7.2)
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When w = w0, as above, then

#L2(B) =
∑

X↗B
1
4

Lw0(B, X).

Our strategy for proving Proposition 7.1 is to first produce an asymptotic formula
for Lw(B, X) when w is a suitable smooth weight, before finally showing how to
approximate the counting function Lw0(B, X) by smoothly weighted ones. It turns out
that the circle method tools required to produce an asymptotic formula for Lw(B, X)

are already in exactly the right form in [5]. This allows us to prove the following
analogue of [5, Lemma 5.3].

Lemma 7.3 Let w : R
4 → R�0 be a compactly supported weight function which

vanishes on [−η, η]4. Suppose that X � 1 satisfies

B2η  X  B
1
4−4η. (7.3)

Then, for η > 0 sufficiently small, we have

Lw(B, X) = B

ζ(2)

∑

x∈Z
2
prim

|x|∼X
Δ(x) �=�

σ∞,w(x)S(x)
|x| + Oη,w(B1− 1

16 η2).

Proof For x ∈ Z
2
prim and Y � 1, we define

Nw(Qx; Y ) =
∑

y∈Z
4
prim

Qx(y)=0

w
( y
Y

)
,

where Qx is given by (5.12). Then

Lw(B, X) =
∑

x∈Z
2
prim

|x|∼X
Δ(x) �=�

Nw

(
Qx;

√
B

|x|

)
.

As in (5.16), we write ‖Qx‖ = max1�i�4 |Li (x)| and we recall the definition (5.1) of
Δbad(x).

It now follows from [5, Lemma 5.2]

Nw(Qx; Y ) = σ∞,w(x)S(x)
ζ(2)

Y 2 + Oη,w

(
Y

5
3+5η

‖Qx‖ 1
2

)
,
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for any Y � 1, provided that Y η � ‖Qx‖ � Y
2
3 , |Li (x)| � ‖Qx‖1−η for every

1 � i � 4, and Δbad(x) � ‖Qx‖η. Observing that |x|  ‖Qx‖  |x|, we deduce
that

Nw(Qx; Y ) = σ∞,w(x)S(x)
ζ(2)

Y 2 + Oη,w

(
Y

5
3+5η

|x| 12

)
,

provided that

Y η  |x|  Y
2
3 , (7.4)

|Li (x)| � |x|1−η, for every 1 � i � 4, (7.5)

and

Δbad(x)  |x|η. (7.6)

Under the assumption that X satisfies (7.3), the condition (7.4) is always satisfied with
Y = √B/|x|. Hence it follows that

∑

x∈Z
2
prim, |x|∼X

Δ(x) �=�
(7.5)(7.6)hold

∑

y∈Z
4
prim

(1.1)holds

w

(
|x| 12
B

1
2

y

)
= B

ζ(2)

∑

x∈Z
2
prim,|x|∼X

Δ(x) �=�
(7.5)(7.6)hold

σ∞,w(x)S(x)
|x|

+ Oη,w(B
5
6+ 5

2 ηX
2
3 ).

(7.7)

Note that the error term is O(B1− 1
6 η), since X  B

1
4−4η in (7.3).

It remains to treat the cases where either (7.5) or (7.6) fails. We start with (7.5)
and assume without loss of generality that |L1(x)|  |x|1−η. Then it follows from
Lemma 5.8, with δ = 1− η and Y = √B/X , that the overall contribution is

η,ε BεX−
1
2 η
(
B + B

1
2 X2

)
 X−

1
2 ηB1+ε  B1−η2+ε,

under the assumption (7.3). On taking ε = η2/2, the contribution from this case is
thereforeOη(B1−η2/2). Tohandle the situationwhen (7.6) fails,weuseProposition5.3.
Taking D � Xη, we therefore obtain the contribution

ε Bε

(
B + B

1
2 X2

X
η
16

+ XB
1
2 + B

2
3

)
 X−

η
16 B1+ε + B

3
4+ε  B1− η2

8 +ε.

Taking ε = η2/16, we obtain the overall contribution Oη(B1−η2/16).
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It remains to extend the sum of x ∈ Z
2
prim in (7.7) to the whole range. For this

purpose, we consider the sums

S1(X) =
∑

x∈Z
2
prim, Δ(x) �=�

|x|∼X , |L1(x)|X1−η

S(x)

|x||∏4
i=1 Li (x)| 14

(7.8)

and

S2(X) =
∑

x∈Z
2
prim, Δ(x) �=�

|x|∼X , Δbad(x)�Xη

S(x)

|x||∏4
i=1 Li (x)| 14

. (7.9)

In both of these sums we can apply Lemma 4.3 to estimate S(x).
We start by estimating (7.8). Combining Lemmas 4.3 and 5.7with (5.27), we obtain

S1(X) ε,η

1

X
7
4

∑

x∈Z
2
prim, Δ(x) �=�

|x|∼X , |L1(x)|X1−η

Δbad(x)εL(1, χQx)

|L1(x)| 14

ε,η

X5ε

X
7
4

∑

R↗X1−η

1

R
1
4

∑

x∈Z
2
prim, Δ(x) �=�

|x|∼X , |L1(x)|∼R

1,

on introducing a dyadic parameter for the range of |L1(x)|. It follows easily that

S1(X) ε,η

X5ε

X
7
4

∑

R↗X1−η

XR
3
4  X−

3
4 η+5ε  X−

η
2 ,

by fixing ε to be sufficiently small.
Now we handle S2(X) similarly. It follows from Lemma 4.3 and (5.27) that

S2(X) ε

X5ε

X
7
4

4∑

i1=1

∑

R↗X

1

R
1
4

∑

x∈Z
2
prim, Δ(x) �=�

|x|∼X , |Li1 (x)|∼R
Δbad(x)�Xη

1.

The condition Δbad(x) � Xη implies in particular Δbad(x) � (XR)
η
2 . Applying

Lemma 5.9 with δ = η
2 and S = X , we obtain

S2(X) ε

X5ε

X
7
4

∑

R↗X

X R1− η
16

R
1
4

 X−
η
16+5ε.
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Thus S2(X)  X−
η
32 , on taking ε sufficiently small.

Invoking the bound (7.1) for σ∞,w(x), we may now apply our bounds for S1(X)

and S2(X) to deduce that there is a satisfactory overall contribution to the main term
in (7.7), corresponding to the failure of (7.5) or (7.6). The proof of the lemma is now
completed. ��

It remains to remove the smooth weights, using the previous result to deduce a
similar asymptotic formula for the counting function Lw0(B, X), where w0 is the
characteristic function of [−1, 1]4.
Lemma 7.4 Assume that X lies in the range (7.3). Then, for η > 0 sufficiently small,
we have

Lw0(B, X) = B

ζ(2)

∑

x∈Z
2
prim

|x|∼X
Δ(x) �=�

σ∞(x)S(x)
|x| + O(η

1
2 B)+ Oη(B

1− 1
16 η2).

Proof We mimic the procedure of [5, §5.3], which relates the counting function
Lw0(B, X) to one in which smooth weights appear. For each η > 0 sufficiently
small, we fix two smooth weight functions w1, w2 satisfying the requirements of [5,
Lemma 4.13]. Thus

σ∞,wi (x)− σ∞(x)  η
1
2

∏4
i=1 |Li (x)| 14

. (7.10)

Moreover,

Lw1(B, X) � Lw0(B, X) � Lw0(4η
2B, X)+ Lw2(B, X).

We can apply Lemma 7.3 to estimate Lw1(B, X) and Lw2(B, X). Moreover, on recall-
ing (7.2), we deduce from Theorem 2.1 that

Lw0(4η
2B, X)  η2B + η4/3X4/3B2/3  ηB,

since X  B
1
4 in (7.3).

In view of (7.10), for i = 1, 2, it remains to show that

S0(X) =
∑

x∈Z
2
prim

|x|∼X
Δ(x) �=�

S(x)

|x||∏4
i=1 Li (x)| 14

= O(1), (7.11)

in order to complete the proof of the lemma. We can adopt a similar argument to the
treatment of S1(X) and S2(X) in (7.8) and (7.9), respectively. Appealing to Lemma 4.3
and breaking into dyadic intervals, we obtain
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S0(X) 
4∑

i1=1

1

X
7
4

∑

R↗X

1

R
1
4

∑

x∈Z
2
prim

|x|∼X , |Li1 (x)|∼R
Δ(x) �=�

Δbad(x)εL(1, χQx).

Recalling (5.26), an application of Lemma 5.10 with δ = 1
16 and S = X , therefore

yields

S0(X) ε

1

X
7
4

∑

R↗X

1

R
1
4

(
XR + X

33
32+εR

1
32 + X

11
16+εR

5
4

)

 1

X
7
4

(
X

7
4 + Xε(X

27
16 + X

33
32 )
)

.

Thus S0(X) = O(1) on fixing ε to be small enough. This establishes (7.11), thereby
completing the proof of the lemma. ��

We are now ready to deduce Proposition 7.1. Lemma 7.4 implies that

∑

B2ηXB
1
4−4η

Lw0(B, X) = B

ζ(2)

∑

x∈Z
2
prim

Δ(x) �=�
B2η|x|B

1
4−4η

σ∞(x)S(x)
|x|

+ O(η
1
2 B log B)+ Oη(B

1− 1
16 η2 log B).

We may clearly take log B = O(B
1
32 η2) in the second error term. Moreover, on

recalling (7.11), we obtain

B

ζ(2)

∑

x∈Z
2
prim

Δ(x) �=�
B

1
4−4η|x|B

1
4

σ∞(x)S(x)
|x|  B

∑

B
1
4−4ηXB

1
4

S0(X)  ηB log B.

Moreover, with further recourse to (7.11), it also follows that

∑

B2ηXB
1
4−4η

Lw0(B, X) = B

ζ(2)

∑

x∈Z
2
prim

Δ(x) �=�
B2η�|x|�B

1
4

σ∞(x)S(x)
|x| + O(η

1
2 B log B)

+ Oη(B
1− 1

32 η2).
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Finally, it follows from Theorem 2.1 that
∑

XB2η or

B
1
4−4ηXB

1
4

Lw0(B, X)  ηB log B.

This therefore finishes the proof of Proposition 7.1.

7.2 Proof of Proposition 7.2: preliminaries

In this section we are concerned with the asymptotic behaviour of the term

M(B) =
∑

x∈Z
2
prim

B2η�|x|�B
1
4∏4

i=1 Li (x) �=�

σ∞(x)S(x)
|x| . (7.12)

The line of attack follows [5, §6.2], but we face extra difficulties that are similar to
the ones we encountered in §5.1. The basic idea is to restrict each series S(x) to a
sum over small moduli, before interchanging the order of summation. To achieve this,
it will be crucial to achieve sufficient cancellation when averaging over the x-sum,
which is harder in this setting, since we have half the number of x-variables compared
to the variety (1.6) considered in [5].

For x ∈ Z
2
prim and q ∈ N, we let

Sq(x) =
∑

a mod q
gcd(a,q)=1

∑

b∈(Z/qZ)4

eq

(
a

4∑

i=1
Li (x)b2i

)
.

This is multiplicative in q and we have S(x) =∑∞
q=1 q−4Sq(x). It will be useful to

collect together some estimates for Sq(x) that can be extracted from [5, §4.2].

Lemma 7.5 Let ε > 0, let x ∈ Z
2
prim and let q ∈ N. Then the following statements are

true.

(i) We have Sq(x)  q3 gcd(q,Δ(x))
1
2 .

(ii) If p � 2Δ(x) and r ∈ N, then

Spr (x) =
(

Δ(x)
pr

)
p3rϕ∗(pr ),

where ϕ∗(n) = ϕ(n)/n. Moreover, Spr (x) = 0 if p | Δ(x) but p � 2Δbad(x).
(iii) We have

∑

q�X

Sq(x)
q3

ε |Δ(x)| 316+εΔbad(x)
3
8 X

1
2+ε,

if Δ(x) �= �.
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(iv) We have

∑

q�X

|Sq(x)|
q4

ε Xε.

Proof It follows from [5, Lemma 4.5] that Sq(x)  q3
∏4

i=1 gcd(q, Li (x))
1
2 . But

then part (i) is a consequence of the observation (5.9) and the fact that x is primitive.
The formulae in (ii) follow from [5, Lemmas 4.6 and 4.8]. Part (iii) is the same as [5,
Lemma 4.9]. It remains to prove part (iv). Appealing to part (ii), we obtain

∑

q�X

|Sq(x)|
q4



∣∣∣∣∣∣∣∣

∑

q2�X
q2|(2Δbad(x))∞

|Sq2(x)|
q42

∣∣∣∣∣∣∣∣

∣∣∣∣∣∣

∑

q1�X/q2

ϕ∗(q1)
q1

∣∣∣∣∣∣

 #
{
q2 ∈ N : q2 � X , q2 | (2Δbad(x))∞

}
log X ,

since part (i) implies that Sq2(x)  q
7
2
2 . The remaining cardinality is easily seen to be

Oε(XεΔbad(x)ε), which thereby completes the proof. ��

We now carry out the proof of Proposition 7.2 in a series of steps

Lemma 7.6 (Reduction to small Δbad(x)) We have

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x) �=�

σ∞(x)S(x)
|x| =

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x) �=�
Δbad(x)�Bη/1000

σ∞(x)S(x)
|x| + Oη(1).

Proof We apply the bound (7.1) for σ∞(x), together with the bound S(x) ε |x|5ε,
which follows from Lemma 4.3 and (5.27). On executing the dyadic decomposition
in the same way as in the proof of Proposition 5.2, it follows from Lemma 5.9 that

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x) �=�
Δbad(x)>Bη/1000

σ∞(x)S(x)
|x| ε

∑

B2η↙S↗B
1
4

∑

R↗S

S5ε(SR)1−η/400

S
7
4 R

1
4

ε B−η2/100+5ε,

since Δbad(x) > Bη/1000 � (SR)η/500. The result follows on choosing ε small
enough. ��
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Lemma 7.7 (First truncation of S(x)) We have

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x) �=�

σ∞(x)S(x)
|x| =

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x) �=�

σ∞(x)S(x; B100)

|x| + O(B−1),

where S(x; N ) =∑q�N q−4Sq(x).

Proof Applying partial summation, it follows from part (iii) of Lemma 7.5 that

∑

q>B100

Sq(x)
q4

 |Δ(x)| 316 Δbad(x)
3
8 B−20,

uniformly for any x ∈ Z
2
prim such that �(x) �= � and |x| � B

1
4 . The bound (7.1) now

yields

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x) �=�

σ∞(x)
|x|

∑

q>B100

Sq(x)
q4

 B−20
∑

x∈Z
2

|x|�B
1
4

Δ(x) �=0

|Δ(x)| 516  B−1,

since Δbad(x) � |Δ(x)|  |x|4. ��
Having truncated the q-sum, we proceed to show that there is a negligible contri-

bution from x such that Δ(x) = �.

Lemma 7.8 We have

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x)=�

σ∞(x)S(x; B100)

|x| = Oη(B
−η).

Proof To begin with, it follows from part (iv) of Lemma 7.5 that S(x; B100) =
Oε(Bε), uniformly for x ∈ Z

2
prim with |x| � B

1
4 . Moreover, (7.1) implies that

σ∞(x) = O(1). Thus

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δ(x)=�

σ∞(x)S(x; B100)

|x| ε B−2η+ε#
{
x ∈ Z

2
prim : |x| � B

1
4 , Δ(x) = �

}
.
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In the spirit of the proof of Proposition 5.2, the conditionΔ(x) = � implies that (y, x)
lies on the genus one curve y2 = ∏4

i=1 Li (x). Thus the number of x ∈ Z
2
prim with

|x| � B
1
4 which verify this condition is Oε(Bε). The lemma now follows on taking

ε = η/2. ��
We have now come to the most difficult step in the proof of Proposition 7.2.

Proposition 7.9 (Second truncation of S(x)) We have

∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δbad(x)�Bη/1000

σ∞(x)
|x|

⎛

⎝
∑

Bη/10<q�B100

Sq(x)
q4

⎞

⎠ = Oη(B
−η/500).

This result is a direct analogue of [5, Lemma 6.6]. However, in that setting a higher
power |x|3 appears in the denominator, which has the effect of making the proof
a relatively simple application of the large sieve for real characters. The proof of
Proposition 7.9 is more delicate and we have divided it into several steps.

Following the template laid out to prove Proposition 5.2, we will execute a dyadic
decomposition of the range of x, according to the smallest value of |Li (x)|. Since
|Li (x)| = |L j (x)| for any indices i �= j only if x takes values in a finite set, we see
that there is an overall contribution O(1) to the sum in the proposition from such x.
This therefore allows us to partition the x-sum into four sumswhere mini �=i1 |Li (x)| >
|Li1(x)|, for i1 ∈ {1, . . . , 4}. We shall assume, without loss of generality, that i1 = 1.
We introduce a dyadic parameter S for |x|, and R for |L1(x)|, for R  S and B2η 
S  B

1
4 . Let

S (S, R) =
{
x ∈ Z

2
prim : |x| ∼ S, |Li (x)| > |L1(x)| ∼ R fori � 2

}
. (7.13)

Then we shall be interested in bounding

�(S, R) =
∑

x∈S (S,R)

Δbad(x)�Bη/1000

σ∞(x)
|x|

⎛

⎝
∑

Bη/10<q�B100

Sq(x)
q4

⎞

⎠ ,

for given R, S such that R  S and B2η  S  B
1
4 . We shall prove the following

result.

Lemma 7.10 Let η > 0 and let R, S � 1 be such that B2η  S  B
1
4 and R  S.

Then

�(S, R) = Oη(B
−η/400).
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The statement of Proposition 7.9 is an easy consequence of this, on summing over
dyadic intervals for R and S. Before proving it, we take the opportunity to record a
basic estimate for the partial derivative of the real valued analytic function that weights
our sum �(S, R).

Lemma 7.11 Let j ∈ {1, 2} and let K ∈ R[x1, x2] be a non-zero linear form. Then
the following hold:

(i)

∂σ∞(x)
∂x j

 |Δ(x)|− 1
3 (min |Li (x)|)− 2

3 .

(ii)

∂

∂x j

σ∞(x)
K (x)

K |K (x)|−1|Δ(x)|− 1
3 (min |Li (x)|)− 2

3 + |K (x)|−2|Δ(x)|− 1
4 ,

Proof We shall assume without loss of generality that j = 2. We have

∂

∂x2

σ∞(x)
K (x)

K

∣∣∣∣
∂σ∞(x)

∂x2

1

K (x)

∣∣∣∣+
∣∣∣∣
σ∞(x)
K (x)2

∣∣∣∣ .

In view of (7.1), the second term gives rise to the second error term in part (ii) of the
lemma. Thus part (ii) follows from part (i).

For any ψ ∈ R, we write I (ψ) = ∫ 1
−1 e(ψ y2) d y. We have I (ψ) 

min(1, |ψ |−1/2), as recorded in [5, Lemma 4.4], for example. We have

σ∞(x) =
∫

R

(
4∏

i=1

∫ 1

−1
e
(
−θLi (x)y2i

)
d yi

)
d θ =

∫

R

(
4∏

i=1
I (−θLi (x))

)
d θ.

On the other hand,

∂ I (−θLi (x))
∂x2

= ∂Li (x)
∂x2

1

2Li (x)

∫ 1

−1
y

∂

∂ y
e(−θLi (x)y2) d y.

The integral on the right hand side is uniformly bounded, whence

∂ I (−θLi (x))
∂x2

 |Li (x)|−1.

In now follows that

∂σ∞(x)
∂x2


4∑

i=1
|Li (x)|−1

∫

R

min

⎛

⎝1, |θ |− 3
2 |
∏

j �=i
|L j (x)|− 1

2

⎞

⎠ d θ
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 |Δ(x)|− 1
3 (min |Li (x)|)− 2

3 ,

which establishes part (i). ��

Proof of Lemma 7.10 Throughout the proof we may assume that the parameter η > 0
is fixed but arbitrarily small. Let θ > 3

16 be a parameter to be decided upon in due
course. It follows from part (iv) of Lemma 7.5 that

∑

q�B100

|Sq(x)|
q4

ε Bε.

Combining (7.1) with Lemma 5.9, we deduce that the overall contribution to �(S, R)

from x such that Δbad(x) > (SR)θ is

ε

Bε(SR)1− θ
8

S
7
4 R

1
4

 BεS−
θ
4  B−

θη
2 +ε,

since R  S and S � B2η. This is a satisfactory contribution since θ > 3
16 .

Using the multiplicativity of Sq(x) in q, it follows from part (ii) of Lemma 7.5 that
we may proceed under the assumption that

�(S, R) =
∑

x∈S (S,R)
Δbad(x)��

σ∞(x)
|x|

∑

q2�B100

q2|(2Δbad(x))∞

Sq2(x)

q42

∑

Bη/10/q2�q1�B100/q2
2�q1

(
Δ(x)
q1

)
ϕ∗(q1)
q1

,

where

� = min
(
Bη/1000, (SR)θ

)
.

We will need to show that the sums over q1 and q2 can be truncated satisfactorily. The
inner sum over q1 is O(log B). Hence part (i) of Lemma 7.5 and (7.1) implies that the
contribution from q2 > Bη/100 is

 log B

Bη/200

∑

x∈S (S,R)
Δbad(x)��

1

|x||�(x)| 14
#{q2 � B100 : q2 | (2Δbad(x))∞}

ε B−η/200+ε #S (S, R)

S
7
4 R

1
4

ε B−η/200+ε,

since R  S. Taking ε = η/400, this is satisfactory for Lemma 7.10. Next, we put

N1 = (S3R)2θ Bη/50. (7.14)
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Then it follows from the Burgess bound, in the form of Lemma 3.1, that

∑

N1<q1�B100/q2
2�q1

(
Δ(x)
q1

)
ϕ∗(q1)
q1

θ N
− 1

2
1 |Δ(x)|θ  B−η/100,

since θ > 3
16 . Since the contribution from the q2 sum is Oε(Bε), we obtain the overall

contribution

θ B−η/100+ε #S (S, R)

S
7
4 R

1
4

 B−η/100+ε.

This is satisfactory for Lemma 7.10 on taking ε = η/200.
In summary, it suffices to proceed under the assumption that

�(S, R) =
∑

x∈S (S,R)
Δbad(x)��

σ∞(x)
|x|

∑

q2�Bη/100

q2|(2Δbad(x))∞

Sq2(x)

q42

∑

q1∈Iq2∩Z

2�q1

(
Δ(x)
q1

)
ϕ∗(q1)
q1

,

where

Iq2 =
[
Bη/10

q2
, min

(
N1,

B100

q2

)]
. (7.15)

Next, we sort this sum according to the value of Δbad(x). The idea is now to bring the
x-sum to the inside, in order to exploit cancellation from the Jacobi symbol. Thus

�(S, R) =
∑

r��
r squarefull

�r (S, R), (7.16)

where

�r (S, R) =
∑

x∈S (S,R)
Δbad(x)=r

σ∞(x)
|x|

∑

q2�Bη/100

q2|(2r)∞

Sq2(x)

q42

∑

q1∈Iq2∩Z

gcd(q1,2r)=1

(
Δ(x)
q1

)
ϕ∗(q1)
q1

.

Next, we exchange the q2-sum and the x-sum, by sorting the x-sum into residue
classes modulo q2. This leads to the expression

�r (S, R) =
∑

q2�Bη/100

q2|(2r)∞

1

q42

∑

c∈(Z/q2Z)2

gcd(q2,c)=1

Sq2(c)
∑

q1∈Iq2∩Z

gcd(q1,2r)=1

ϕ∗(q1)
q1

·U (q1, q2; c),

(7.17)
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where

U (q1, q2; c) =
∑

x∈S (S,R)
Δbad(x)=r
x≡c mod q2

σ∞(x)
|x|

(
Δ(x)
q1

)
.

To handle the condition Δbad(x) = r , we note that it is equivalent to the pair of
conditions gcd (r ,Δ(x)/r) = 1 and μ2 (Δ(x)/r) = 1. These can both be detected
using the Möbius function, leading to

U (q1, q2; c) =
∑

d1|r
μ(d1)

∑

d2

μ(d2)
∑

x∈S (S,R)

r [d1,d22 ]|Δ(x)
x≡c mod q2

σ∞(x)
|x|

(
Δ(x)
q1

)
.

Note gcd(q1, d1) = 1, since gcd(q1, r) = 1. Hence we have gcd(q1, rd1d2) = 1.
Clearly Δbad(x) � d22 and so we must have d2 � �1/2 � (SR)θ/2. We therefore

have

U (q1, q2; c) =
∑

d1|r
μ(d1)

∑

d2�(SR)η/20

gcd(d2,q1)=1

μ(d2)
∑

x∈S (S,R)

r [d1,d22 ]|Δ(x)
x≡c mod q2

σ∞(x)
|x|

(
Δ(x)
q1

)
,

where we recall that S (S, R) is defined in (7.13). Since x is primitive in the inner
sum, it follows from (5.9) that gcd(Li (x), L j (x)) | D for i �= j , where D is defined
in (5.8) and satisfies D = O(1). We write r [d1, d22 ] = DE, where D only contains
primes p � D , while p | E ⇒ p | D . We further break the x-sum into congruences
modulo E , finding that

∑

x∈S (S,R)

r [d1,d22 ]|Δ(x)
x≡c mod q2

σ∞(x)
|x|

(
Δ(x)
q1

)
=

∑

s mod E
gcd(s,E)=1

E |�(s)

∑

x∈S (S,R)
D|Δ(x)

x≡c mod q2
x≡s mod E

σ∞(x)
|x|

(
Δ(x)
q1

)
.

We claim that

#
{
s ∈ (Z/EZ)2 : gcd(s, E) = 1, E | �(s)

}
= Oε(E

1+ε), (7.18)

for any ε > 0. By the Chinese remainder theorem it suffices to study the case where
E = pe is a prime power. If pλ | gcd(Li (s), L j (s)) for i �= j , then pλ | D . Thus the
number of solutions modulo pλ is clearly O(pλ). The claimed bound (7.18) easily
follows.

Since gcd(D,D) = 1, there is a bijection between D | �(x) and vectors
(D1, . . . , D4) ∈ N

4 with pairwise coprime coordinates, such that Di | Li (x), for
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1 � i � 4. Thus

∑

x∈S (S,R)
D|Δ(x)

x≡c mod q2
x≡s mod E

σ∞(x)
|x|

(
Δ(x)
q1

)
=

∑

D=D1···D4
gcd(Di ,Dj )=1

∑

x∈S (S,R)
Di |Li (x)

x≡c mod q2
x≡s mod E

σ∞(x)
|x|

(
Δ(x)
q1

)
.

We use theMöbius function to remove the coprimality condition on x, and we observe
that σ∞(kx) = k−1σ∞(x) for any k > 0. Thus

U (q1, q2; c) =
∑

d1|r
μ(d1)

∑

d2�(SR)η/20

gcd(d2,q1)=1

μ(d2)
∑

r [d1,d22 ]=DE

∑

s mod E
gcd(s,E)=1

E |�(s)
∑

D∈N
4

D1···D4=D
gcd(Di ,Dj )=1

∑

kR
gcd(k,q2)=1

μ(k)

k2
UD′,k,

(7.19)

where

UD′,k =
∑

x∈Z
2

|x|∼S′, |L1(x)|∼R′
|Li (x)|>|L1(x)| fori�2

D′i |Li (x)
kx≡c mod q2
kx≡s mod E

σ∞(x)
|x|

(
Δ(x)
q1

)
,

with

D′i =
Di

gcd(Di , k)
for 1 � i � 4, S′ = S

k
, R′ = R

k
.

In particular, we clearly have gcd(D′i , D′j ) = 1 for i �= j and, moreover, k is coprime
to q2E , since c is coprime to q2 and s is coprime to E .

We now focus our attention on the sum UD′,k . Suppose that L1(x1, x2) = a1x1 +
b1x2, for coprime integers a1, b1. Then there existsM ∈ SL2(Z) with first row equal
to (a1, b1). Making the change of variables y = Mx, we let Ji (y) = Li (M−1y),
for 1 � i � 4, and Δ′(y) = J1(y) · · · J4(y). Under this transformation, there exists
c′ ∈ Z

2 such that

UD′,k =
∑

y∈Z
2∩R

D′i |Ji (y)
y≡c′ mod [q2,E]

σ ′∞(y)
|M−1y|

(
Δ′(y)
q1

)
,
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where σ ′∞(y) = σ∞(M−1y) and

R =
{
y ∈ R

2 : |y1| ∼ R′, |M−1y| ∼ S′, and |Ji (y)| > |y1| for i � 2
}

.

Note that once y1 is fixed, there exists an interval Ky1 of length O(S′), such that y ∈ R
if and only if y2 ∈ Ky1 . Hence

UD′,k =
∑

|y1|∼R′
y1≡c′1 mod [q2,E]

V (y1), (7.20)

where

V (y1) =
∑

y2∈Ky1∩Z

D′i |Ji (y)
y2≡c′2 mod [q2,E]

σ ′∞(y)
|M−1y|

(
Δ′(y)
q1

)
.

We now seek to apply Lemma 3.2 to estimate V (y1). For this we recall that
gcd(q1, q2D′E) = 1, where D′ = D′1 · · · D′4. There exists a unique factorisation
q1 = ut2, where u is the largest square-free divisor of q1. We then deduce from
Lemma 3.2 that

∑

y2∈I∩Z

D′i |Ji (y)
y2≡c′2 mod [q2,E]

(
Δ′(y)
q1

)
ε

(
vol(I )

u
1
2 [[q2, E], D′]

+ u
1
2 log(q2D

′E)

)
uε gcd(y1, uD

′),

for any ε > 0 and any interval I ⊂ R. Note that [[q2, E], D′] � [E, D′] = D′E,

since D′ and E are coprime.
Armed with this bound, it now follows from Lemma 7.11 and partial summation

that

V (y1)  sup
I⊂Ky1

∣∣∣∣∣∣∣∣∣∣∣∣

∑

y2∈I∩Z

D′i |Ji (y)
y2≡c′2 mod [q2,E]

(
Δ′(y)
q1

)

∣∣∣∣∣∣∣∣∣∣∣∣

· sup
y2∈Ky1

W (y2),

where

W (y2) = vol(Ky1) ·
∣∣∣∣

∂

∂ y2

σ ′∞(y)
|M−1y|

∣∣∣∣+
σ ′∞(y)
|M−1y| 

1

R′S′
.
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Hence

V (y1) ε

(
S′

u
1
2 D′E

+ u
1
2 log(q2D

′E)

)
u

ε
2 gcd(y1, uD′)

R′S′
.

On returning to (7.20) and summing over y1, we obtain

UD′,k ε

u
ε
2

R′S′

(
S′

u
1
2 D′E

+ u
1
2 log(q2D

′E)

)
τ(uD′)

(
R′

[q2, E] + 1

)

ε

(q1q2DE)ε

R′S′

(
S′

u
1
2 D′E

+ u
1
2

)(
R′

[q2, E] + 1

)
.

But

D′E = DE

gcd(D1, k) · · · gcd(D4, k)
� DE

k
� d22

k
,

since DE = r [d1, d22 ] � d22 . Moreover, R′/[q2, E] � R′ = R/k and S′ = S/k. It
therefore follows that

UD′,k ε kB2ε

(
1

u
1
2 d22

+ u
1
2

S

)
,

on noting that q1q2DE � B2.Wenow insert this into (7.19) and apply (7.18). Observe
that there are Oε(Bε) choices for D1, . . . , D4, for fixed D, and that the sum over k
contributes O(log B). Hence we find that

U (q1, q2; c) ε B3ε log B
∑

d1|r

∑

d2�(SR)η/20

∑

r [d1,d22 ]=DE

E1+ε

(
1

u
1
2 d22

+ u
1
2

S

)
,

where we recall that gcd(D,D) = 1 and E is only divisible by primes dividingD . In
particular, the factorisation of r [d1, d22 ] as DE is uniquely determined. We factorise
d2 = d ′2d ′′2 , where gcd(d ′2,D) = 1 and p | d ′′2 ⇒ p | D . There are clearly Oε(Bε)

choices for d ′′2 . Moreover, we now have E � rd1(d ′′2 )2 � (rd ′′2 )2 and so we may sum
over d ′2 and d ′′2 to get

U (q1, q2; c) ε B4ε log Br2+ε

(
1

u
1
2

+ u
1
2 (SR)η/20

S

)

ε r
2+εB5ε

(
1

u
1
2

+ u
1
2 (SR)η/20

S

)
.
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It remains to substitute this bound into (7.17). Recalling that q1 = ut2, where u is
the largest square-free divisor of q1, we observe that

∑

Q1<q1�Q2

1

q1u
1
2

�
∑

t�√Q2

1

t2
∑

u>Q1/t2

1

u
3
2

 Q
− 1

2
1 log Q2,

for any Q1 � Q2. Similarly

∑

Q1<q1�Q2

u
1
2

q1
�
∑

q1�Q2

q
− 1

2
1  Q

1
2
2 .

Recalling the definitions (7.14) and (7.15) of N1 and Iq2 , respectively, it follows that

∑

q1∈Iq2∩Z

gcd(q1,2r)=1

ϕ∗(q1)
q1

(
1

u
1
2

+ u
1
2 (SR)η/20

S

)
 q

1
2
2 log B

Bη/20 + N
1
2
1 (SR)η/20

S

 q
1
2
2 log B

Bη/20 + B7η/100

S1−4θ
,

since R  S. Appealing to part (i) of Lemma 7.5 to estimate Sq2(c) we deduce from
(7.17) that

�r (S, R) ε r
2+εB2ε

(
1

Bη/20 +
B7η/100

S1−4θ

) ∑

q2�Bη/100

q22

ε r
2+εB2ε

(
1

Bη/50
+ Bη/10

S1−4θ

)
.

This bound is valid for any choice of θ > 3
16 . Taking θ = 1

5 and recalling that
S � B2η, it therefore follows that

�r (S, R) ε r
2+εB2ε

(
1

Bη/50
+ B9η/100

S1/5

)
 r2+εB−η/50+2ε.

Summing over r � � � Bη/1000 in (7.16) and taking ε sufficiently small, we finally
conclude the proof of Lemma 7.10. ��

7.3 Proof of Proposition 7.2: final step

We now have everything in place to analyse the asymptotic behaviour of M(B), as
defined in (7.12). Combining Lemmas 7.6 and 7.7 with Proposition 7.9, we deduce
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that

M(B) =
∑

x∈Z
2
prim

B2η�|x|�B
1
4

Δbad(x)�Bη/1000

σ∞(x)S(x; Bη/10)

|x| + Oη(1).

The proof of Lemma 7.6 applies in the same way to show that there is an overall
contribution Oη(1) from x such that Δbad(x) > Bη/1000. Let

cq(a) =
∑

x mod q
gcd(x,q)=1

eq(ax)

be theRamanujan sum, fora, q ∈ N. Then, on opening upS(x; Bη/10) and rearranging
the sums, we obtain

M(B) =
∑

q�Bη/10

q−4
∑

b∈(Z/qZ)4

∑

x∈Z
2
prim

B2η�|x|�B
1
4

cq

(
4∑

i=1
Li (x)b2i

)
σ∞(x)
|x| + Oη(1).

We break the x-sum into residue classes modulo q, leading to

M(B) =
∑

q�Bη/10

q−4
∑

b∈(Z/qZ)4

∑

c∈(Z/qZ)2

gcd(q,c)=1

cq

(
4∑

i=1
Li (c)b2i

)
Uq(c)+ Oη(1),

(7.21)

where

Uq(c) =
∑

x∈Z
2
prim

x≡c mod q

B2η�|x|�B
1
4

σ∞(x)
|x| .

The following result is concerned with the asymptotic evaluation of this sum.

Lemma 7.12 We have

Uq(c) = 1

q2ζ(2)

∏

p|q

(
1− 1

p2

)−1 ∫

{t∈R2:B2η�|t|�B
1
4 }

σ∞(t)
|t| dt + O(B−

6η
7 log B),

for any c ∈ (Z/qZ)2 and q � Bη/10.
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Proof It will be convenient to define m(x) = min1�i�4 |Li (x)| in the proof of this
result. Then, in view of Lemma 5.7 and (7.1), we have the estimate

σ∞(x)  |x|− 3
4m(x)−

1
4 . (7.22)

Since there are no primitive vectors x ∈ Z
2 with |x1| = |x2| and |x| > B2η, we may

write

Uq(c) =
∑

x∈Z
2
prim, |x1|<|x2|
x≡c mod q

B2η�|x2|�B
1
4

σ∞(x)
|x2| +

∑

x∈Z
2
prim, |x2|<|x1|
x≡c mod q

B2η�|x1|�B
1
4

σ∞(x)
|x1| = U (1)

q (c)+U (2)
q (c),

say.We focus our efforts onU (1)
q (c), the treatment of the remaining sumbeing identical.

We begin by handling the overall contribution to U (1)
q (c) from x such that m(x) �

δ|x2|, for a parameter δ that will be selected in due course, but which will tend to 0 as
B →∞. In particular m(x) cannot be proportional to x2 in this case. Given x2 ∈ Z,
there are at most O(L) values of x1 ∈ Z such that m(x) � L , for any L � δ|x2|. Thus
(7.22) implies that

∑

x∈Z
2
prim, |x1|<|x2|
m(x)�δ|x2|

B2η�|x2|�B
1
4

σ∞(x)
|x2|  δ

3
4 log B.

Since σ∞(kx) = k−1σ∞(x), for any k > 0, we apply Möbius inversion to deal with
the coprimality of x, giving

U (1)
q (c) =

∑

k�B
1
4

gcd(k,q)=1

μ(k)

k2
∑

x∈Z
2, |x1|<|x2|

x≡k̄c mod q

B2η�k|x2|�B
1
4

m(x)>δ|x2|

σ∞(x)
|x2| + O

(
δ
3
4 log B

)
.

where k̄ is the multiplicative inverse of k modulo q. It follows from (7.22) that the
x-sum is O(log B). Hence, the overall contribution to the main term from k > B2η is
easily seen to be O(B−2η log B). Hence

U (1)
q (c) =

∑

k�B2η

gcd(k,q)=1

μ(k)

k2

∑

x2∈Z

x2≡k̄c2 mod q

B2η/k�|x2|�B
1
4 /k

1

|x2|
∑

x1∈Z∩Kx2
x1≡k̄c1 mod q

σ∞(x)+ O((B−2η + δ
3
4 ) log B),

where Kx2 is the interval of t ∈ R such that |t | < |x2| and m(t, x2) > δ|x2|.
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Appealing to partial summation, together with (7.22) and part (i) of Lemma 7.11,
it easily follows that

∑

x1∈Z∩Kx2
x1≡k̄c1 mod q

σ∞(x) = 1

q

∫

Kx2

σ∞(t1, x2)dt1 + O (E1(x2)) ,

where

E1(x2) = sup
t∈Kx2

|�(t, x2)|− 1
4 +

∫

Kx2

(
|�(t, x2)|− 1

3m(t, x2)
− 2

3

)
dt  1

|x2|δ .

For given t1, let It1 be the interval of t ∈ R cut out by the conditions m(t1, t) > δ|t |,
B2η/k � |t | � B

1
4 /k and |t | > |t1|. We therefore obtain

U (1)
q (c) = 1

q

∑

k�B2η

gcd(k,q)=1

μ(k)

k2

∫ B
1
4 /k

−B
1
4 /k

S(t1)dt1 + O((B−2η + δ
3
4 ) log B), (7.23)

where

S(t1) =
∑

x2∈Z∩It1
x2≡k̄c2 mod q

σ∞(t1, x2)

|x2| .

We now once more use partial summation, equipped with (7.22) and part (ii) of
Lemma 7.11. This leads to the conclusion that

S(t1) = 1

q

∫

It1

σ∞(t1, t2)

|t2| dt2 + O (E2(t1)) ,

where

E2(t1) = sup
t∈It1

|�(t1, t)|− 1
4

|t | +
∫

It1

(
|�(t1, t)|− 1

3m(t1, t)−
2
3

|t | + |�(t1, t)|− 1
4

|t |2
)
dt

 1

max(B2η/k, |t1|)2δ .

Moreover, it is easily confirmed that

∫

It1

σ∞(t1, t2)

|t2| dt2 =
∫

Jt1

σ∞(t1, t2)

|t2| dt2 + O

(
δ
3
4

max(B2η/k, |t1|)

)
,
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where Jt1 is defined as for It1 , but with the constraintm(t1, t2) > δ|t2| removed. Hence
it follows that

S(t1) = 1

q

∫

Jt1

σ∞(t1, t2)

|t2| dt2 + O

(
1

max(B2η/k, |t1|)2δ +
δ
3
4

max(B2η/k, |t1|)

)
.

The contribution from this error term to (7.23) is

 1

q

∑

k�B2η

1

k2

(
k

B2ηδ
+ δ

3
4 log B

)

(

1

B2ηδ
+ δ

3
4

)
log B.

An obvious change of variables shows that

∫ B
1
4 /k

−B
1
4 /k

∫

Jt1

σ∞(t1, t2)

|t2| dt2dt1 =
∫

{t∈R
2:B2η�|t2|�B

1
4 , |t2|>|t1|}

σ∞(t)
|t2| dt.

Hence, on returning to (7.23) and extending the k-sum to infinity, we readily obtain

U (1)
q (c) = 1

q2

∞∑

k=1
gcd(k,q)=1

μ(k)

k2

∫

{t∈R
2:B2η�|t2|�B

1
4 , |t2|>|t1|}

σ∞(t)
|t2| dt

+ O
(
(B−2ηδ−1 + δ

3
4 ) log B

)
.

Clearly

∞∑

k=1
gcd(k,q)=1

μ(k)

k2
= 1

ζ(2)

∏

p|q

(
1− 1

p2

)−1
.

The statement of the lemma is now a consequence of combing this with the analogous

estimate for U (2)
q (c), which follows by symmetry, and taking δ = B−

8η
7 . ��

Before returning to our expression (7.21) for M(B), we proceed by analysing the
term

∫

{t∈R2:B2η�|t|�B
1
4 }

σ∞(t)
|t| dt =

∫

{t∈R2:1�|t|�B
1
4 }

σ∞(t)
|t| dt + O(η log B).

Arguing as in the proof of [5, Lemma 6.4], it easily follows that

∫

{t∈R2:1�|t|�B
1
4 }

σ∞(t)
|t| dt = 1

4
τ∞ log B,
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where τ∞ is defined in (2.9). Note that, as readily follows from (7.1), we have

τ∞ = O(1), (7.24)

for an implied constant that depends on L1, . . . , L4.
In summary, it follows from combining the previous calculation with (7.21) and

Lemma 7.12 that

M(B) = 1

ζ(2)

⎛

⎝
∑

q�Bη/10

Aq

q6
∏

p|q

(
1− 1

p2

)−1
⎞

⎠
(τ∞

4
+ O(η)

)
log B + Oη(1),

(7.25)

where Aq is given by (2.10). The final remaining task is to show that the sum over q
can be extended to infinity, with acceptable error. Since Aq is multiplicative in q, it
will suffice to study it when q is prime power, as in the following result.

Lemma 7.13 For any r ∈ N and any prime p, we have

Apr = ϕ(pr )p2r
(
�(pr )− p2�(pr−1)

)
,

where � is defined in (3.6).

Proof We begin by observing that

∑

c∈(Z/prZ)2

cpr

(
4∑

i=1
Li (c)b2i

)
=

∑

a mod pr

gcd(a,p)=1

∑

c∈(Z/prZ)2

epr (a(c1Q1(b)− c2Q2(b)))

=
{

ϕ(pr )p2r if pr | (Q1(b), Q2(b)),

0 otherwise.

On noting that Apr can be written as the difference of sums

∑

b∈(Z/prZ)4

⎛

⎝
∑

c∈(Z/prZ)2

cpr

(
4∑

i=1
Li (c)b2i

)
− p

∑

c∈(Z/pr−1Z)2

cpr−1

(
4∑

i=1
Li (c)b2i

)⎞

⎠ ,

the lemma readily follows. ��

Corollary 7.14 Let ε > 0 and let q = q0q1, where gcd(q0,�) = 1 and q1 | �∞. Then

Aq ε q
9
2+ε

0 q5+ε
1 .
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Proof We have Aq = Aq0 Aq1 . Now it follows from part (i) of Lemma 7.5 and (7.18)
that

Aq1 =
∑

c∈(Z/q1Z)2

gcd(q1,c)=1

Sq1(c)  q31
∑

c∈(Z/q1Z)2

gcd(q1,c)=1

gcd(q1,�(c))
1
2 ε q31

∑

d|q1
d

1
2 ·
(q1
d

)2 · d1+ε.

Thus Aq1 = Oε(q
5+ε
1 ) on taking the trivial estimate for the divisor function.

Turning to Aq0 , we study Apr for p � �. It follows from Lemma 7.13 that

|Apr | � p3r
∣∣∣�(pr )− p2�(pr−1)

∣∣∣ ,

Extracting common divisors between y and pr it is easily checked that

�(pr ) =
∑

0�k< r
2

p2k�∗(pr−2k)+ p2(r−�
r
2 �),

in the notation of (3.7). (This follows from [6, Eq. (2.4)], for example.) Since p � �,
it follows from part (i) of Lemma 3.4 that

�(pr ) = p2r
(
1+ O(p−

1
2 )
) ∑

0�k< r
2

p−2k + p2(r−�
r
2 �).

Similarly,

p2�(pr−1) = p2r
(
1+ O(p−

1
2 )
) ∑

0�k< r−1
2

p−2k + p2(r−1−�
r−1
2 �).

Combining these, it easily follows that �(pr )− p2�(pr−1)  pr+1 � p
3r
2 , if p � �.

The statement of the lemma follows. ��
Taking ε = 1

4 in Corollary 7.14, it follows that

∑

q>Bη/10

Aq

q6
∏

p|q

(
1− 1

p2

)−1


∑

p|q1⇒p|�
q
− 3

4
1

∑

q0>Bη/10/q1

q
− 5

4
0  B−η/40

∑

p|q1⇒p|�
q
− 1

2
1

 B−η/40.

In particular, this implies that

S2 = O(1), (7.26)

in the notation of (2.11). Hence, returning to (7.25), it now follows that

M(B) = S2

ζ(2)

(τ∞
4
+ O(η)

)
log B + Oη(1),
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which easily leads to the statement of Proposition 7.2.

8 Comparison of the leading constants

In this section we complete the proof of Theorem 1.1. On recalling (2.6) and (2.7), we
see that

NV (�, B) = 1

4
(#L1(B)+ #L2(B)+ #L3(B))

in (2.4). We begin by analysing the main term in Proposition 2.2.

Lemma 8.1 Let Y2 > Y1 � 1. Then

∫

y∈R
4

Y1�|y|<Y2

dy
|y|2 max(|Q1(y)|, |Q2(y)|) = τ∞ log

(
Y2
Y1

)
,

where τ∞ is given by (2.9).

This result will be established at the end of this section. Taking it on faith for the
moment, and arguing as [5, § 6.3], it now follows from the union of Propositions 2.2–
2.4 that

NV (�, B) ∼ cB log B,

as B →∞, with

c = τ∞
4

(
S1

4
+ S2

4ζ(2)2

)
. (8.1)

The following result confirms that this agrees with Peyre’s constant [20], as required
to complete the proof of Theorem 1.1.

Proposition 8.2 We have c = cV , where cV is the constant predicted by Peyre.

The constant cV has been calculated by Elsenhans [9], but we shall givemore details
here. Let V ⊂ P

1×P
3 be the smooth threefold (1.3), which we view as the blow-up of

P
3 along the genus 1 curve Z . The Picard group Pic(V ) is generated by the hyperplane

classes H1 = π∗1OP1(1) and H2 = π∗2OP3(1). On the other hand, we saw in §1 that
the effective cone EffV is generated by H1 and the class of the exceptional divisor
E = −H1+2H2. Finally, the class of the anticanonical divisor is−KV = 4H2− H1.
The constant cV predicted by Peyre [20] then takes the shape

cV = α(V )ω∞(V (R))
∏

p

(
1− 1

p

)2

ωp(V (Qp)),
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where

α(V ) = rank (Pic(V )) · vol (x ∈ Eff∨V : 〈x,−KV 〉 � 1
)

(8.2)

and, for each place v, the measure ωv is the local Tamagawa measure defined by Peyre
[20]. The dual of the effective cone is Eff∨V = {(t1, t2) ∈ R

2 : t1 ≥ 0, 2t2 − t1 ≥ 0},
and so the volume in (8.2) is

vol{(t1, t2) ∈ R
2 : t1 ≥ 0, 2t2 − t1 ≥ 0, 4t2 − t1 ≤ 1}.

This is the volume of the triangle with vertices (0, 0), (0, 1
4 ), and (1, 1

2 ), so α(V ) =
2· 18 = 1

4 . Thequantitiesω∞(V (R)) andωp(V (Qp))havebeen calculated bySchindler
[22, § 3]. It follows from [22, Lemma 3.2] that ω∞(V (R)) = 1

2τ∞,where τ∞ is given
by (2.9), and from [22, Lemma 3.1] that

ωp(V (Qp)) =
(
1− 1

p

)−2 (
1− 1

p

)(
1− 1

p2

)
τp,

where

τp = lim
t→∞ p−5t#

{
(x, y) ∈ (Z/ptZ)6 : L1(x)y21 + · · · + L4(x)y24 ≡ 0 mod pt

}
.

In this way, we deduce that

cV = 1

8
τ∞
∏

p

(1− p−1)(1− p−2)τp. (8.3)

At first glance, it is not perhaps clear that the Euler product converges in (8.3).
However, Elsenhans gives an explicit formula for τp when p � � where � is given
by (2.1). Let E be the elliptic curve cut out by the equation y2 = ∏4

i=1 Li (x1, x2) in
P(2, 1, 1). Let Tp(E) = p+ 1− #E(Fp) be the Frobenian trace of E . Then it follows
from [9, § 3.1] that

τp =
(
1+ 1

p

)−1 (
1+ 2

p
− Tp(E)− 2

p2
+ 1

p3

)
.

The Hasse–Weil bound gives |Tp(E)| � 2
√
p. Thus

∏

p��

(1− p−1)(1− p−2)τp =
∏

p��

(
1− 1

p

)2
(
1+ 2

p
+ O

(
1

p
3
2

))
,

which is clearly convergent.
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For any prime p, we may write τp = limt→∞ p−5t n(pt ), where

n(pt ) = #
{
(x, y) ∈ (Z/ptZ)6 : L1(x)y21 + · · · + L4(x)y24 ≡ 0 mod pt

}
.

The following result provides a convenient formula for this quantity.

Lemma 8.3 For any prime power pt , we have

p−5t n(pt ) = 1+
(
1− 1

p

) t∑

j=1

�(p j )

p3 j
,

where � is defined in (3.6). In particular,

τp = 1+
(
1− 1

p

) ∞∑

j=1

�(p j )

p3 j
.

Proof On recalling the definition (3.6) of �, we may write

n(pt ) = #{(x, y) ∈ (Z/ptZ)6 : x1Q1(y) ≡ x2Q2(y) mod pt }

= �(pt )p2t +
t−1∑

j=0

∑

y mod pt

p j‖ gcd(Q1(y),Q2(y))

#{x mod pt : x1Q1(y) ≡ x2Q2(y) mod pt }.

For each 0 � j � t − 1 and for each y in the sum, any x mod pt to be counted must
satisfy x1 p− j Q1(y) ≡ x2 p− j Q2(y) mod pt− j . Since p � p− j gcd(Q1(y), Q2(y)),
the number of such x mod pt− j is pt− j , giving pt− j · p2 j = pt+ j values of x mod pt .
Moreover,

∑

y mod pt

p j‖ gcd(Q1(y),Q2(y))

1 =
∑

y mod pt

p j |gcd(Q1(y),Q2(y))

1−
∑

y mod pt

p j+1|gcd(Q1(y),Q2(y))

1

= p4(t− j)�(p j )− p4(t− j−1)�(p j+1).

It therefore follows that

n(pt ) = �(pt )p2t +
t−1∑

j=0
pt+ j

(
p4(t− j)�(p j )− p4(t− j−1)�(p j+1)

)

= �(pt )p2t +
t−1∑

j=0
p5t−3 j

(
�(p j )− p−4�(p j+1)

)
,
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whence

n(pt )

p5t
= �(pt )

p3t
+

t−1∑

j=0

(
�(p j )

p3 j
− 1

p

�(p3( j+1))
p3( j+1)

)
= 1+

(
1− 1

p

) t∑

j=1

�(p j )

p3 j
.

as claimed. ��
We now turn to the Euler product S1 defined in (2.8), writing S1 = ∏p λp, say.

The following result confirms that the local factor λp matches the corresponding local
factor in Peyre’s constant (8.3).

Lemma 8.4 For any prime p, we have λp = (1− p−1)(1− p−2)τp.

Proof Let p be a prime. We have

λp =
(
1− 1

p

)(
1− 1

p4
+
(
1− 1

p

)2 ∞∑

a=1

#V×pa
p2a

)
,

where V×pa is given by (3.8). We observe that

�∗(pb) =
{

�(p)− 1 if b = 1

�(pb)− p4�(pa−2) otherwise.

Hence it follows from (3.13) that

∞∑

a=1

#V×pa
p2a

=
(
1− 1

p

)−1 ∞∑

a=1

�∗(pa)
p3a

=
(
1− 1

p

)−1 ((
1− 1

p2

) ∞∑

a=1

�(pa)

p3a
− 1

p2

(
1+ 1

p

))

=
(
1+ 1

p

)( ∞∑

a=1

�(pa)

p3a
− 1

p(p − 1)

)
.

Thus λp = (1− 1
p )(1− 1

p2
)λ′p, where

λ′p = 1+ 1

p2
+
(
1− 1

p

) ∞∑

a=1

�(pa)

p3a
− 1− 1

p

p(p − 1)
= 1+

(
1− 1

p

) ∞∑

a=1

�(pa)

p3a
.

Lemma 8.3 confirms that the right hand side is τp. ��
It remains to examine the second term in (8.1). We recall that

S2 =
∞∑

q=1

Aq

q6
∏

p|q

(
1− 1

p2

)−1
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where Aq is defined in (2.10). Since Aq is a multiplicative function of q, we can
represent the q-sum as an Euler product, finding that

S2

ζ(2)2
=
∏

p

(
1− 1

p2

)2
⎛

⎝1+
(
1− 1

p2

)−1∑

r�1

Apr

p6r

⎞

⎠ .

We may now record the following result.

Lemma 8.5 For any prime p, we have

(
1− 1

p2

)2
⎛

⎝1+
(
1− 1

p2

)−1∑

r�1

Apr

p6r

⎞

⎠ = (1− p−1)(1− p−2)τp.

Proof We need to prove that

(
1− 1

p2

)⎛

⎝1+
(
1− 1

p2

)−1∑

r�1

Apr

p6r

⎞

⎠ = (1− p−1)τp.

But Lemma 7.13 implies that the left hand side is

1− 1

p2
+
∑

r�1

Apr

p6r
= 1− 1

p2
+
(
1− 1

p

)2 ∞∑

r=1

�(pr )

p3r
− 1

p

(
1− 1

p

)

=
(
1− 1

p

)(
1+

(
1− 1

p

) ∞∑

r=1

�(pr )

p3r

)
.

The desired equality now follows from Lemma 8.3. ��
Combining Lemmas 8.4 and 8.5 in (8.1), we therefore conclude that c = cV , as

claimed in Proposition 8.2, subject to the verification of Lemma 8.1.

Proof of Lemma 8.1 Let y ∈ R
4 and define

�∞(y) =
∫ ∞

−∞

∫

[−1,1]2
e (θ(x1Q1(y)− x2Q2(y))) dxdθ.

Suppose first that |Q1(y)||Q2(y)| > 0. Then

∫

[−1,1]2
e (θ(x1Q1(y)− x2Q2(y))) dx

=
∏

i=1,2

∫ 1

−1
e (θxQi (y)) dx =

∏

i=1,2

sin(2πθ |Qi (y)|)
πθ |Qi (y)| .
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Hence it follows from [11, § 3.741] that

�∞(y) = 1

π2|Q1(y)||Q2(y)|
∫ ∞

−∞
sin(2πθ |Q1(y)|) sin(2πθ |Q2(y)|)

θ2
dθ

= 2π2 mini=1,2 |Qi (y)|
π2|Q1(y)||Q2(y)|

= 2

maxi=1,2 |Qi (y)| .

Suppose next that |Q1(y)||Q2(y)| = 0. But we clearly have max(|Q1(y)|, |Q2(y)|) >

0, since Z(R) = ∅. It is easy to see that the argument goes through and leads to the
exact same result.

Let Y2 > Y1 � 1. We may now conclude that

∫

y∈R
4

Y1�|y|<Y2

dy
|y|2 max(|Q1(y)|, |Q2(y)|) =

1

2

∫

y∈R
4

Y1�|y|<Y2

�∞(y)
|y|2 dy.

Let us first consider the contribution from y for which |y| = |y4|. Writing ti = yi/|y4|
for 1 � i � 3, we obtain the contribution

∫ Y2

Y1

dy4
y4

∫

[−1,1]3
�∞(t1, t2, t3, 1)dt = log

(
Y2
Y1

)∫

[−1,1]3
�∞(t1, t2, t3, 1)dt,

where t = (t1, t2, t3). On adding in the remaining three contributions, and observing
that
∫

[−1,1]4
�∞(y)dy =

∫

[−1,1]3
�∞(t1, t2, t3, 1)dt + · · · +

∫

[−1,1]3
�∞(1, t2, t3, t4)dt,

the statement of the lemma easily follows. ��
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