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Abstract. Two standard models for probabilistic systems are Markov
chains (MCs) and Markov decision processes (MDPs). Classic objectives
for such probabilistic models for control and planning problems are reach-
ability and stochastic shortest path. The widely studied algorithmic ap-
proach for these problems is the Value Iteration (VI) algorithm which
iteratively applies local updates called Bellman updates. There are many
practical approaches for VI in the literature but they all require exponen-
tially many Bellman updates for MCs in the worst case. A preprocessing
step is an algorithm that is discrete, graph-theoretical, and requires linear
space. An important open question is whether, after a polynomial-time
preprocessing, VI can be achieved with sub-exponentially many Bellman
updates. In this work, we present a new approach for VI based on guess-
ing values. Our theoretical contributions are twofold. First, for MCs, we
present an almost-linear-time preprocessing algorithm after which, along
with guessing values, VI requires only subexponentially many Bellman
updates. Second, we present an improved analysis of the speed of con-
vergence of VI for MDPs. Finally, we present a practical algorithm for
MDPs based on our new approach. Experimental results show that our
approach provides a considerable improvement over existing VI-based
approaches on several benchmark examples from the literature.

Keywords: Markov decision processes - Markov chains - Value iteration
- Reachability - Stochastic Shortest Path.

1 Introduction

Markov Chains and Markov Decision Processes. Markov chains (MCs) and
Markov decision processes (MDPs) [2,20,38] are widely used mathematical mod-
els with applications in various fields including computer science, economics, op-
erations research, and engineering. These models study dynamical systems that
exhibit stochastic behavior. MCs consist of a finite state space and a stochastic
transition function. MDPs extend MCs with non-deterministic choices over ac-
tions of a controller that determines the stochastic transition function at each
period.
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Objectives and Value. Objectives define the payoff to be optimized by the con-
troller. The classic objectives for MCs and MDPs that arise in control, verifica-
tion, and planning problems are [2,38]: (i) weighted reachability objectives and
(ii) stochastic shortest path (SSP) objectives. In weighted reachability objec-
tives, we are given a target set of states and weights on them. Then, the payoff
of a path is, if it reaches a target state, the weight of that state, otherwise zero.
In SSP objectives, we are given a target set and a positive cost at every state.
Then, the cost of a path is, if it reaches a target state, the sum of the cost till a
target state is reached, otherwise infinity. In MCs, the value is the expectation of
the objective. In MDPs, the value is the optimal expectation over all resolutions
of the non-deterministic choices.

Value Iteration. Both MCs and MDPs with the above objectives can be solved in
polynomial time [2, Chapter 10] by a reduction to linear programming (LP) [7].
Even though linear programming yields a polynomial-time solution, the algo-
rithm most used in practice is Value Iteration (VI), which is a classic and well-
studied algorithmic approach [14]. Given an initial value vector, the VI algorithm
iteratively applies local updates, called Bellman updates [6], to approach the
value vector. The two key advantages of VI over LP are the following. First, the
VI algorithm is simple, elegant, and space-efficient (i.e., it requires linear space)
whereas (to the best of our knowledge) linear-space LP-based algorithms for
MDPs are not known. Second, the VI algorithm has symbolic implementations
which scales to large state spaces, e.g., representing value vectors as multiter-
minal binary decision diagrams and applying local updates [30,34], whereas LP-
based algorithms do not. Given the advantages of VI over linear programming,
V1 is the most widely used approach in several tools for probabilistic verification,
e.g., PRISM [33] and STORM [30]. See [26] for a thorough comparative study.

Preprocessing. MCs and MDPs are often preprocessed to speed up computa-
tion. For example: in weighted reachability objectives with binary weights, a
preprocessing step is to compute all states with values of either zero or one; in
SSP objectives, similar computations identify all states with value infinity. The
desired properties of preprocessings are: (a) discrete and graph-theoretical, i.e.,
it does not depend on the precise transition probabilities; and (b) linear space,
so it ensures space efficiency. For various preprocessings for VI, see [9,24,27,40].

Question. Given the practical relevance of VI, multiple VI-based approaches
have been proposed in the literature including Interval VI [24,3], Variance-
reduced VI [42], Sound VT [40], and Optimistic VI [27]. However, they all require
exponentially many Bellman updates in the number of states in the worst case.
Thus, a fundamental question is the existence of an efficient preprocessing that
can achieve VI with sub-exponentially many Bellman updates.

Our Contribution. Our main contributions are the following.
— Sub-exponential VI for MCs. We present an almost linear-time preprocessing
algorithm for MCs which, along with guessing values, requires only subexpo-
nentially many Bellman updates to approximate the value. Informally, the
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preprocessing obtains a set of states to guess values which are verified by
solving the rest of the MC. The preprocessing to obtain the set of states
where values will be guessed is based on breadth-first-search and set cardi-
nality, so it can be symbolically implemented. See Theorem 1 for details.

— VI convergence for MDPs. We present a new analysis of the speed of conver-
gence of VI for MDPs. This improves on the previous bounds given in [24]
and motivates the use of guessing in MDPs.

— Practical approach for MDPs and experimental results. We present a new
practical VI-based approach for MDPs called Guessing VI. We have imple-
mented our approach on STORM [30]. We evaluate our approach on the
Quantitative Verification Benchmark Set [28] against all existing VI-based
approaches. We consider 474 examples: (i) in 170 examples all approaches
run very fast (less than 100 milliseconds); (ii) in 135 examples, all approaches
perform similarly (the max and min are within 10 % of each other); (iii) in
83 examples, there is a winner among the previous VI-based approaches over
our approach, however, in these examples, the average improvement of each
previous approach over ours is at most 1.15 times (i.e., 15% improvement);
and (iv) in 86 examples our approach is the fastest, with an average im-
provement of at least 1.27 times (i.e., 27% improvement). Our experimental
results show that our approach provides significant improvement over exist-
ing VI-based approaches.

Related Works. There are three main preprocessings for MDPs used in the lit-
erature: (i) graph connectivity [17, Section 3]; (ii) qualitative reachability [21,
Algorithms 1-4]; and (iii) collapsing Maximal end components (MECs) [11]. All
these preprocessings run in subquadratic time and are standard in the literature.
For example, after collapsing MECs, an MDP is usually referred to as contracting
or halting [24].

For a given horizon, VI provides a strategy that is optimal, and computing
such a policy is EXPTIME-complete [4]. The most important related works are
the VI-based approaches previously presented in the literature, i.e., Interval VI
(IVI) [24,3], Optimistic VI (OVI) [27] and Sound VI (SVI) [40], which we have
already discussed. For MCs and MDPs, there are two main model-checking tools:
PRISM [34] and STORM [30]. Our benchmark instances come from the Quan-
titative Verification Benchmark Set (QVBS) [28], which incorporates instances
from the PRISM benchmark set [33].

In all works mentioned, the MDPs are fully known a priori. When the system
is not known a priori, there are approaches based on learning and statistical tests,
such as [9]. Similarly, in all works mentioned, the MDPs are finite. When the
probabilistic system has uncountably many (continuous) states, sufficient con-
ditions for an anytime approximation of the reachability value are given in [23].
While the literature on MCs and MDPs is vast, our work relates to VI-based
algorithmic approaches, and hence we restrict our attention to primarily these
lines of work.
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2 Preliminaries

Notation. For a finite set X, we denote the set of probability measures on X
by A(X) and the indicator function of X by 1[X]. For a natural number n, we
denote the set {1,2,...,n} by [n]. For two disjoint sets X and Y, we denote
their disjoint union by X LY.

Markov Decision Process (MDP). An MDP is a tuple P = (S, E,¢) with the
following properties.

— 8 =5;US, is a finite set of states partitioned into decision states Sy and
probabilistic states S,.

— §: 5, = A(Sy) is a probability transition function. We denote the probability
5(s)(s") by 6(s,s’) and dmin the smallest positive transition probability.

— E C S x S is a finite set of edges. For a state s € S, we write E(s) := {s’ €
S : (s,s') € E} and we require the following properties: (a) for all states
s € S, the set E(s) is non-empty; and (b) for probabilistic states s € S, we
have that E(s) = {s' € S:d(s,s’) > 0}.

Given an initial state s; € S, the dynamic is as follows. For every stage ¢ > 1, if
st € Sp, then the next state s;11 is drawn from the distribution 6(s,); if s; € Sy,
then the controller chooses the next state s;1 from E(s). We call the graph
Gp = (S = S, U Sq, E) the labeled graph of P where vertices are labeled as
decision or probabilistic.

Strategy. A strategy o describes the choice of the controller at each state, i.e.,
o: S84 — S such that, for all states s € Sy, we have that o(s) € E(s). The set
of all strategies is denoted X', which is finite. These strategies are referred to as
positional in the literature, as opposed to general strategies that depend on the
entire history.

Markov Chain (MC). A Markov Chain M is a class of MDPs where there is
only one strategy. Equivalently, for all states s € Sy, there is a unique successor,
ie., |E(s)| = 1. Given an MDP P, a strategy ¢ induces an MC P, where each
decision state s € Sy transitions deterministically to o(s).

Plays. For an MDP P, a play is a legal sequence of states. Formally, the set
of plays is defined by 2 := {w = (st)i>1 : Vt > 1 s441 € E(sy)}, i.e., the set
of infinite paths in the labeled graph of the MDP. We denote the set of paths
starting at s as (2.

Probabilities. An MDP P, a strategy o and an initial state s define a natural
dynamic (S;);>0 over the state space S. Formally, they define a probability space
(2, F,P, s) where the probability measure is the Kolmogorov extension of the
natural definition over events defined by a finite sequence of states. For an MC
M and an initial state s, we denote the probability measure by Pj.
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Objectives: Weighted Reachability and Shortest Stochastic Path. An objective
is a measurable function that assigns a quantity to every play, i.e., a function
v: 2 — RU{oc}. A state s € S is absorbing (or sink) if E(s) = {s}. We consider
the following two objectives.

— Weighted Reachability. A target set T° C S of absorbing states and an as-
sociated weight function w: T' — [0,00) define the weighted reachability
objective Reachr as follows. For every play w, if the play reaches state
s € T, then Reachr(w) = w(s); if the play never reaches a target state,
then Reachy(w) = 0. We simply write Reach if T is clear from the context.

— Shortest Stochastic Path (SSP). A target set T C S of absorbing states and
an associated weight function w: S — (0, 00) define the stochastic shortest
path objective SSPt as follows. For every play w, if the play does not reach a
target state, then SSPr(w) = oo; and if the play reaches a target state, then
SSPr(w) is the sum of the weights till a target state is reached including the
weight of the reached target state. We simply write Reach if T" is clear from
the context.

For a weight function, we denote wpyi, = min{w(s) : s € T} and wpax =
max{w(s):s € T}.

Value. Given an MDP P and an objective, the value of P is the best the con-
troller can guarantee in expectation. For a play w = (s¢)>1, let t*(w) == inf{¢t >
1:s; € T}. Then, for an initial state s, the value is defined as follows.

valp(s; Reach) = max E, ¢(w(s;-) - 1[t* < o0]),

o
valp(s; SSP) :== min E, , <Z w(st)> .

t=0

If the objective is clear from the context, then we simply write valp(s) or val(s).

Value Iteration (VI). Value iteration is a classic algorithm that computes the
value of an MDP P with either weighted reachability or SSP objectives [14]. It
simultaneously computes valp(s) for all s. First, it considers an initial vector
vy: S — R. At stage @ > 1, it applies a Bellman update operator (described
later) on v; to obtain the next vector v;41. The Bellman update operator depends
on the objective. Under a well-chosen initial vector vy, the sequence of vectors
(v;)i>1 converges strictly monotonically to the value vector (valp(s))ses.

Bellman Update. Given an MDP P, for each objective there is a different Bellman
update operator. Cousider a state s € S\ T, and a vector v: S — R. For
reachability objectives,

maxy ¢ p(s) v(s") s €8y

ReachUpdate(P, v, 5) =
eachUpda e( v 5) {Zs’eE(s) (5(8,8/> U(Sl> se Sp
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For SSP objectives,

w(s) + ming ¢ g5y v(s’) s € Sy
w(s) + X gep(s) 0(s,8)v(s') s€S

For states in T, the updates make no changes in the vector. For simplicity,
we denote these two Bellman updates simply BELLMANUPDATE. By bounding
the output by known lower and upper bounds and starting from a lower or
upper bound, iterative applications of BELLMANUPDATE generate a monotonic
sequence of vectors.

SSPUpdate(P, v, s) :== {

Mazximal End Components (MECs). Given an MDP, an end component is a set
U of states such that, in the corresponding labeled graph, (a) U is closed, i.e., for
all states UNSp we have E(s) C U; and (b) U is a strongly connected component.
Maximal end components (MECs) are end components that are maximal with
respect to subset inclusion.

Significance of the Objectives. On the one hand, weighted reachability objec-
tives have the following properties: (a) they represent the classic reachability
objective when every target set is assigned weight 1; (b) they correspond to the
positive recursive payoff function of Everett [19]; and (c) they naturally arise in
many other applications, e.g., in MDPs with long-run average objectives, after
computing the value function for every MEC, the problem reduces to weighted
reachability objectives [8]. While they reduce to classic reachability objectives,
we consider them for ease of modeling. On the other hand, SSP objectives have
the useful property that, if the value of a state is known, then we can convert it
to a target state with the known value as its weight.

Uniqueness of Fizpoint. In general, the Bellman update operator does not have a
unique fixpoint. For reachability objectives, an approach to ensure uniqueness is
collapsing MECs, which can be achieved in sub-quadratic time using a discrete
graph-theoretical algorithm [11]. For SSP objectives, the Bellman update has
a fixpoint if all states can reach the target, which can be checked in linear
time. Moreover, this fixpoint is unique because weights are strictly greater than
zero. In the sequel, we consider that Bellman update operators have a unique
fixpoint, i.e., for reachability objectives, MECs are already collapsed; and for
SSP objectives, the underlying graph is connected.

Error Bounds for VI. Given an MDP P and an objective, we call a vector v an
e-approzimation of the value vector if |[v — val| < . For all our objectives,
under a well-chosen initial vector vy, the sequence of vectors (v;);>1 given by VI
converges strictly monotonically to the value vector. Moreover, a convergence
bound, i.e., a bound on the distance between the vector v; and the value vec-
tor val, is given as follows. Recall that i, is the smallest positive transition
probability. Then, for all ¢ > 1,

3
oy = val oo < (1= 0} ) llor = val |
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In particular, for € > 0, obtaining an e-approximation of the value is guaranteed
after O (|S| log(]|vy — val Hoo/s)/§ﬁ|n) > 0 (2151log(1/e)) applications of the
Bellman operator, i.e., exponentially many in the size of the MDP. This bound on
the number of updates is necessary for VI in simple examples of MCs. Therefore,
VI requires © (2‘5 og(1/ €)), i.e., exponentially many, Bellman updates even for
MCs. This bound applies to all previously defined VI-based approaches.

Preprocessing. The VI algorithm deals with value computation and precise prob-
abilities, and is space efficient because it uses linear space. Preprocessing steps
have been studied to speed up VI in practice. For examples, see [24,27,40]. The
desired properties of preprocessing are the following: (a) discrete and graph-
theoretical so it does not depend on numerical input; and (b) linear space, to
retain the space efficiency of VI. A basic open question is the following.

Break Ezxponential Barrier for VI. Design a polynomial-time preprocess-
ing such that the number of Bellman updates required to approximate
the value in a given MC or MDP is subexponential in number of states.

3 Guessing Value Iteration for MCs

In this section, our main theoretical contribution achieved by our VI-based ap-
proach Guessing VI is the following.

Theorem 1. Given an MC M = (S, E,¢), an objective, and an approximation
error €, we present a preprocessing that runs in linear space and at most O((|S|+

|E|)log|S|) steps, so that we require at most (|S|1og(wmax/&:)/(Ymin)O(v ‘Sl)
number of Bellman updates to compute an -approximation of the value.

Outline. First, we introduce Interval VI, the concept of levels in MCs, and recall
the speed of convergence of Interval VI for MCs. Second, we present guessing for
MCs for weighted reachability objectives, we recall a result for value computation
in simple stochastic games, and present a new result for the approximation of
the value. Third, we present our preprocessing using guessing and the concept of
levels in MCs, and prove that it uses linear space and terminates in almost linear
time. Fourth, we present how to use Bellman updates after our preprocessing.
Finally, we present our new VI-based approach called Guessing VI for MCs.

3.1 Levels and Interval VI
We define levels for MCs and Interval VI and show their relationship.

Definition 1 (Levels). Consider an MC M and a target set T. We call levels
the partitioning of states into (Lo, 1,02, ..., L), where: (a) by contains T and all
states that cannot reach T'; and (b), for all i > 1, the length of the shortest path
in the labeled graph Gy from each state in ¢; to {y is i.
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Remark 1. Given an MC M and a transient state s in level ¢;, the probability of
reaching a target in i steps starting from s is at least 8¢, . Also, for every state
s € £; where ¢ > 0, there is at least one edge to a state in £;_; and no edge to a
state in £; for j < ¢ — 1.

Interval VI (IVI). Interval VI [24] is a VI-based approach that uses lower and
upper bounds of the value vector. IVI starts the iterative updates from the initial
vectors Ug and vy provided by Definition 2 and the speed of convergence of IVI
is given in Lemma 1.

Definition 2 (Initial vectors for value iteration). Consider an MC with
k levels, target T, and either the weighted reachability or SSP objectives. Denote
d(s,T) the length of the shortest path in the labeled graph Gpr from s to T.
Then, the initial vectors for value iteration consists of an overapproximation
To and underapprozimation vy of the value vector. For s € T, define vg(s) =
To(s) == w(s) and, for s € S\ T,

0 Reachability
vo(s) =

7 Wmmin SSP
7( ) Wmax Reachab’tllty
VolS) =

0 Wenae(k +1) /6%, SSP

By Remark 1, the value vector is between the lower and upper bound for both
objectives.

Lemma 1. Consider an MC M with k levels and 6.y the smallest transition
probability. For all t > 1, after k - t iterations of IVI, each state in level i has
an interval of size at most (1 - §fnin) (1 - §§lm)t71 - C, where C' = wpyax for
reachability and C = wyax(k + 1) /6%, for SSP.

Proof (Sketch). The proof is a nested induction: first on the number of iterations
t, then on the level i. A level is related to the previous level by the Bellman
update since every state has at least one edge going to a state in a previous
level. The difference between weighted reachability and SSP objectives is due to
the different initial vectors. O

3.2 Guessing in Markov Chains

In this section, we verify a guess on the value of a state as a lower or upper
bound through a single Bellman update. Guesses on the value of a state induce
a reduced MC as follows.

Definition 3 (Reduced Markov Chain). Consider an MC M, a target set
T, a state s € S\ T, and a quantity vv. The reduced MC, denoted by M[s = 7],
is the MC M with target set T U {s} where the weight of s is .
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Remark 2 (Uniqueness of fixpoints in reduced MCs). Consider an MC M where
Bellman updates have a unique fixpoint. Then, for all states s and guesses v > 0,
the reduced MC M|s = 7] also has a unique fixpoint.

The verification of guesses has been established in [15, Lemma 3.1] in the
more general context of stochastic games and now restated for MCs.

Lemma 2 (|15, Lemma 3.1]). Consider an MC M, a state s € S, and a guess
7. For f = valys—y, let 7' == BELLMANUPDATE(M, f,s). Then ' > v if and
only if valpr(s) > .

By monotonicity of BELLMANUPDATE, we get the following useful result
which has a symmetric statement for upper bounds.

Corollary 1. Consider an MC M, a state s € S, and a guess . For a lower
bound f < valpjs—y), let ¥/ = BELLMANUPDATE(M, f,s). If v > v, then
valpr(s) > .

s=y

As opposed to which focuses on the exact value computation, we focus on
the approximation problem.

Exact verification of stochastic systems via guessing values has been estab-
lished before [15], but those results are insufficient to solve the approximation
problem. Indeed, if a guess is very close to the real value, then applying exact
verification requires solving the problem at an extremely high precision leading
to major time-outs in practice. Therefore, we require the following approximate
verification result.

Lemma 3. Consider an MC M, a state s € S, and a guess y. For a lower

bound f < valpsjs—+, let v' = BELLMANUPDATE(M, f,s). For all ¢ > 0, if
v + 51;?1‘115 > 7, then valp(s) >y —¢.

Proof (Sketch). Fix € > 0, the MC M’ := MJ[s = v — €] and the function
'S — RT defined as

1o\ ,—)/76 Sl:s
)= {f(s’)—ePs'(ﬂtSt =s) §'#s

We show that f’ < valp;,. Then, we argue that BELLMANUPDATE(M, f',s) >
~ — €. Therefore, applying Corollary 1 to M, f’ and v — ¢, we conclude that

valpr(s) >v—90 le. O

min

3.3 Guessing to Decrease Levels

By Lemma 1, MCs with few levels can be efficiently solved by IVI. We show
that, if there are many levels, then the number of levels can be decreased by a
factor of 2/3 by guessing only a few states.

Lemma 4. Let M be an MC with k levels. There is a level i € [k/3,2k/3] such

Eiléil; i.(i., ‘gi | < Ei%fil-

that the number of states in level i is al most =
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Algorithm 1 Decide what states to guess
Input: Markov Chain M

Output: Set I C S of states to be guessed

1: procedure MARKTOGUESS(M)

2: k < number of levels of M > BFS from the target set
3: if k£ < ./|S| then > MC has few levels
4: return () > No state should be guessed
5: end if

6: I < level between k/3 and 2k/3 with the smallest number of states

T M' + Gurss(M,I) > Mark states in I as guessed
8: return MARKTOGUEss(M') U I > Recursive call
9: end procedure

Proof. By contradiction, assume that, for every level j € [k/3,2k/3], we have
[4;] > % Then, summing all levels, >, |[¢;| > |S|, which is a contradiction. O

Lemma 4 immediately indicates a procedure to select states to be guessed
while decreasing the number of levels of the resulting MC. This procedure is
formalized in Algorithm 1. To simplify the notation, we denote GUESS(M, I) an
MC M where the set of states I were transformed into target states.

Lemma 5 (Correctness of MARKTOGUESS). Let M be an MC, Algo-
rithm 1 finds I, such that |I| < 94/|S| and the MC GUESS(M,I) has at most

VS| levels.
3/5]

Proof. From Lemma 4, we know that, on line 6, the level has at most ==
states. Moreover, the MC M’, defined in line 7, has at most %k levels. Therefore,
Algorithm 1 outputs a set I such that [I| < ..;3 (%)Z VIS =9+/15].

- O

Lemma 6 (Preprocessing complexity). Consider an MC M. Algorithm 1
runs in O((|S| + |E|) log |S|) steps using linear space.

Proof. In terms of space, Algorithm 1 only needs to perform a BFS from the tar-
get set. Therefore, it uses linear space. In terms of time, denote f(¢) the number
of steps required to process an MC with £ levels. Then, f satisfies the following
recursion. Consider an MC with ¢ levels. The number of steps performed by Al-
gorithm 1 includes performing a BFS, constructing the new MC M’, and solving
an instance with at most 2|S|/3 levels. Therefore, for £ > /|9,

70 1 (5¢) + 081+ 12D + 151+ ).

Therefore, because £ < |S|, we have that f(¢) € O((|S| + |E|)log(|S])). In other
words, it is almost-linear time.
O
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Algorithm 2 Approximate Value of preprocessed MC

Input: Markov Chain M, approximation error ¢, set of marked states I
Output: [, u with maz(l —u) < €, the bounds for states’ values

1: procedure SOLVEWITHGUESSINGSET(M &,1)

2 if I =0 then > No states to be guessed
3 return IVI(M,¢) > Solve by IVI
4: end if

5: sel > Choose a state
6: I'<T\s > Update states to be guessed
7 ls, us < (vy(s),v0(s)) > Initialize bounds
8 while us — s > % do > Bounds are far apart
9: v MT”S > Guess the average
10: (I,u) + SOLWEWITHGUESSINGSET(M([s = 7], ¢ - iéﬁ'ﬂ,]’) > Smaller error
11: if v < BELLMANUPDATE(/, s) then > Guess is small
12: ls =7~ > Update lower bound
13: else if v > BELLMANUPDATE(u, s) then > Guess is large
14: Us =7y > Update upper bound
15: else > Guess was approximately correct
16: (ls,us) « (v — 16,7+ 5¢) > Update both bounds
17: end if

18: end while

19: (l,u") - SOLVEWITHGUESSINGSET(M [s = [,], £,1") > Use lower bound
20: (', u) < SOLVEWITHGUESSINGSET(M [s = u], 5, 1) > Use upper bound
21: return (I, u)

22: end procedure

Symbolic Computation. Algorithm 1 is a discrete, graph-theoretical, and linear-
space algorithm, i.e., a preprocessing. Moreover, it only involves a BFS and
manipulating the cardinality of sets. Since all operations can be done symboli-
cally, Algorithm 1 can be symbolically implemented. Indeed, BF'S level sets can
be obtained by iterative applying the Post operator that given a set X of states
computes the set Y = {s' : 3s € X, s’ € E(s)} [10] and a symbolic computation
of the cardinality of sets is presented in [13, Section 3].

3.4 Bellman Updates on Guessed MCs

In this section, we explain how we use Bellman updates to approximate the value.
The preprocessing described by Algorithm 1 marks some states to be guessed.
Note that the guesses must be done recursively and Bellman updates are used
to verify these guesses. This idea is formalized in Algorithm 2.

Lemma 7 (Correctness of Algorithm 2). Given an MC M, an approz-
imation error €, and a set of states I C S, the procedure given by Algo-
rithm 2, in other words, (I,u) = SOLVEWITHGUESSINGSET (M, ¢, 1), satisfies
that I <valpyr <u and |Ju — || < e.
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Algorithm 3 Approximate Value
Input: Markov Chain M, approximation error
Output: Lower and upper bounds for states’ values [ and w such that ||l — uljec < &
1: procedure SOLVE(M e)
I <+ MARKTOGUESS(M)
return SOLVEWITHGUESSINGSET (M, ¢, I)
end procedure

Proof (Sketch). It is enough to show that Is < valy/(s) < us is an invariant of

Algorithm 2 and that Algorithm 2 terminates. To do so, we use Lemma 2 and

Lemma 3 to reason about the different cases in each iteration of Algorithm 2.
(]

3.5 Algorithm for MCs

The final algorithm is a simple concatenation of the preprocessing in Algorithm 1
and the use of Bellman updates given by Algorithm 2. It takes an MC as an
input and runs MARKTOGUESS to determine states to be guessed. With all
states guessed, we know the resulting MC has at most m levels, and we run
IVI supplemented by guessing. We formalize this procedure in Algorithm 3.

Lemma 8 (Complexity of Algorithm 3). Consider an MC M and an
approximation error €. Let I be the set given by Algorithm 1. The number
of calls of BELLMANUPDATE during the execution of Algorithm 2 is at most

(15 108 (wrmas /) /Sanin) * V1)

Proof (Sketch). The proof is by induction on the number of states to be guessed,
|7]. The base case is given by Lemma 1, while the inductive step requires using
Lemma 5.

O

Note that Lemma 6 and Lemma 8 prove Theorem 1.

4 Guessing Value Iteration for MDPs

In this section, we discuss the extension of Theorem 1 from MCs to MDPs.
Following the ideas for MCs, we partition the states into levels and show that
the running time of VI is parametrized by the number of levels. The following
procedure to obtain a level partition has been proposed in [24, Proposition 1].
First, the MDP is reduced by collapsing MECs. Second, the target states belong
to level zero. Iteratively, if a probabilistic state s has a transition to a state
s’ with a designated level, then s belongs to one level higher than s’. Decision
states belong to the highest level it has a transition to. This level partition leads
to a speed of convergence of VI formalized in [24, Theorem 2| which requires
exponentially many Bellman updates even after subexponentially many states
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have been guessed. We show that this definition generates more levels than
necessary by presenting an alternative level partition and proving a tighter speed
of convergence of VI in MDPs.

Definition 4 (Levels for MDP). For MDP P and an optimal strategy o, the
levels of P given o are the levels of the MC P,.

This definition of levels depends on an optimal strategy for the MDP. There-
fore, it corresponds to an “a posteriori” bound because it can be computed with
information from an optimal strategy (which is equivalent to computing the value
vector). It terms of complexity, both the levels defined in [24] and the levels de-
fined are computed in polynomial time because computing optimal strategies
requires only polynomial time.

Our improved speed of convergence for VI relies on the following property.

Property 1. Bellman updates select an optimal neighbor on decision states.
Therefore, for an MDP P and an optimal strategy o, starting from the same
lower bounds, the sequence given by VI on P is always lower bounded by the
respective sequence on P, .

We now present the speed of convergence of IVI in the MDP parametrized
by levels given by an optimal strategy. This result should be compared with
Lemma 1 stated for MCs.

Lemma 9. Consider an MDP P with k levels given by an optimal strat-
egy and smallest transition probability Omin. For all t > 1, after k -t it-
erations of IV, for each state s in level i, the difference v(s) — vi.c(s) is

at most (1—5i )(1—5"3 )til - C, where C = wpyax for reachability and

C = Wax(k + 1) /6% for SSP.
Proof. Let o an optimal strategy for P. In particular, we have that valP =
val P,. Consider (v;);>1 the sequence of lower bounds given by VI on P,. By

Lemma 1, for all ¢ > 1, we have that ||lv,., —val Pllec < (1 —6%;,) (1 — 5§1m)t—1.

C. By Property 1, we conclude the same inequality for the sequence of lower
bounds given by VI on P. a

Remark 3 (Consequence: subexponential preprocessing and Bellman updates for
MDPs). Lemma 9 implies a procedure to approximate the value that requires
subexponential preprocessing time and subexponentially many Bellman updates.
Indeed, consider an optimal strategy for the MDP. Then, guess a subset of states
of size m such that the MC induced by the optimal strategy has at most
\/@ levels. By Lemma 9, after subexponentially many Bellman updates we can
verify guesses. This approach requires either computing an optimal strategy or
guessing nondeterministically between all subsets of size \/E . In particular,
this approach is a nondeterministic sub-exponential preprocessing that requires
sub-exponentially many Bellman updates to approximate the value vector.

While our result for MDPs achieves subexponential preprocessing, improv-
ing the preprocessing to polynomial time maintaining subexponentially many
Bellman updates remains an open question.
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5 Practical Guessing VI Algorithm for MDPs

Algorithm 2 is readily extended to MDPs. Therefore, we extend Algorithm 3
from MCs to MDPs by replacing the procedure to obtain a set of states to be
guessed in Algorithm 1. In this section, we explain the major differences between
the theoretical procedure of Algorithm 3 applied to MDPs and our practical
implementation.

Early Verification of a Guess. Consider Algorithm 2. When attempting to verify
a guess v, line 10, it recursively solves an MC with increasing precision. With
the recursive solution, it attempts to verify the guess v in line 11. Note that this
involves more work than necessary because, if the Bellman update of state s of
lower (upper) bound is above (below) the guess v, then we can verify the guess
as a lower (upper) bound by Lemma 2.

Reusing Bounds. Consider Algorithm 2. When initializing bounds to verify a
guess 7y in Line 7, the most conservative bounds are used. These bounds can
be tightened because, after verifying the guess « at state s as a lower bound,
the current vector consists of lower bounds on all states. Indeed, the values with
guess -y are smaller than the real value. Similarly, the upper bounds can be reused
if the guess is an upper bound.

Picking the Guessed States. Algorithm 1 prescribes to guess O(1/|S]) states in
MCs, as stated in Lemma 5, but guessing fewer states turns out to be faster in
practice. The idea is to guess a state that, after verification, decreases the current
intervals the most. Therefore, we start by weighting each state by the width of
its own currently assigned interval. Another important factor when guessing a
state is how fast it will be verified. In practice, we observed that this is dictated
by the influence on its neighbors: the more connected a state is, the faster it
will be verified. Therefore, we run a fixed number of steps of a random walk on
the labeled graph of the MDP, while accumulating weights given by neighbors.
After this random walk, the state with the highest weight is chosen.

Benefiting from VI. Value iteration is a fast algorithm in practice. Moreover,
it is easy to incorporate VI into our algorithm. Indeed, after verifying the first
guessed value as a lower (upper) bound, we obtain lower (upper) bounds for all
other states. Then, to improve the upper (lower) bounds, which have not been
updated by the “guess and verify” procedure, we can apply Bellman updates.
Our practical approach applies as many Bellman updates as they were used
while verifying the guess.

We use a recursive procedure that takes an MDP P and lower and upper
bounds. It starts by picking carefully a state s to guess and then attempts to
verify the guess 7 through IVI with at most some number of updates. If the
verification of the guess is not successful, then it makes a recursive call asking
for the solution of the reduced MDP where s is forced to have value v and
updates the bounds on the state s with the result.
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6 Experiments
In this section, we provide a performance comparison of VI-based approaches.

Algorithms. We consider the value approximation of SSP and Reachability
MDPs through the use of Bellman updates. Therefore, we compare the following
VI-based approaches.

— Interval VI (IVI). Introduced in [24] and extended in [3], IVI consists of
running simultaneously two VI: one giving an upper bound and the other
giving a lower bound, obtaining an anytime algorithm. The required pre-
processings are as follow. For reachability objectives, MECs are collapsed.
For SSP objectives, qualitative reachability is solved to obtain a contracting
MDP.

— Optimistic VI (OVI). Introduced in [27], OVI introduces a candidate
vector to speed up VI. Candidate vectors may be validated as lower or upper
bounds. If validation fails, then candidates are forgotten.

— Sound VI (SVI). Introduced in [40], SVI does not require the a priori
computation of starting vectors. It uses lower bounds and VI, while upper
bounds are deduced from lower bounds.

— Guessing VI (GVI). Introduced in this work, and uses guesses to speed
up IVL

All these alternatives have been implemented in the well-known probabilistic
model checker STORM [30], including our approach GVI. The required pre-
processings for IVI, OVI, and SVI are as follow. For reachability objectives,
MECs are collapsed, which changes the structure of the MDP and thus is more
memory-intensive in model checkers such as STORM. For SSP objectives, qual-
itative reachability is solved to obtain a contracting MDP, which only computes
the states from which the target is never reached and there is no need to change
the structure of the MDP.

Another alternative approach, which we will call Globally Bounded Value
Iteration (GBVI), developed for reachability objectives in Stochastic Games (an
extension of MDPs to two opponent controllers) avoids collapsing MECs as a
preprocessing [36]. Instead, applied to MDPs; GBVI constructs a weighted graph
and solves the widest path problem [37] on it. There are subquadratic algorithms
to solve the widest path problem, for example, using Fibonacci heaps [22]. GBVI
has been implemented in the probabilistic model checker PRISM [34].

Benchmarks. The Quantitative Verification Benchmark Set (QVBS) [28] is an
open, freely available, extensive, and collaborative collection of quantitative mod-
els to facilitate the development, comparison, and benchmarking of new verifi-
cation algorithms and tools. It serves as a benchmark set for the benefit of
algorithm and tool developers as well as the foundation of the Quantitative
Verification Competition (QComp). QComp is the friendly competition among
verification and analysis tools for quantitative formal models.
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As opposed to QComp which uses only a curated subset of the benchmark set,
we use all instances in QVBS. Each instance consists of a model, parameters, and
a property. All properties can be stated as either a reachability or SSP objective.

Results. We consider all 636 instances contained in the Quantitative Verification
Benchmark Set (QVBS) [28]. There are 162 instances where some of the algo-
rithms considered timed out (at 600 seconds) or failed. From these 162 instances,
there are 153 in which all algorithms failed or timed out. In the remaining 11
instances, each algorithm returns an answer as follows: IVI in 3 instances; OVI
in 6 instances; SVI in 7 instances; GVI in 3 instances. Omitting these 162 in-
stances leaves a total of 474 instances that we analyze. We grouped the instances
as follows.

— Group 1: instances where all algorithms are fast, i.e., they take at most 0.1
seconds (170 instances).

— Group 2: from the rest, those where the fastest and slowest algorithms are
only at most 1.10 times of each other (135 instances).

— Group 3: from the rest, there is a winner among the previous VI-based
approaches over our approach (83 instances).

— Group 4: all other instances not considered before (86 instances).

In Group 1, the overall performance of all algorithms are similar. In Group 2,
the overall performance of the top three algorithms (OVI, SVI, and GVI) are
similar where the best and worst differ by at most 1.010 times of each other,
whereas IVI is only 1.004 times slower. In Group 3, the average speedups on the
overall performance are as follows compared to GVI: IVI is 0.98 times faster,
OVI is 1.03 times faster, and SVI is 1.16 times faster. In Group 4, the average
speedup on the overall performance of GVI is 1.33 times faster than IVI, 2.71
times faster than OVI, and 1.28 times faster than SVI.

Group 4 is favorable for our algorithm and contains several models includ-
ing: Randomized consensus protocol [1]; Coupon Collectors [32]; Crowds Proto-
col [41]; IEEE 802.3 CSMA /CD Protocol [33]; Dynamic Power Management [39];
EchoRing [16]; Probabilistic Contract Signing Protocol [18]; Embedded control
system [35]; Exploding Blocksworld [44]; IEEE 1394 FireWire Root Contention
Protocol [43]; Fault-tolerant workstation cluster [29]; Haddad-Monmege purga-
tory variant [24]; Cyclic Server Polling System [31].

Figure 1 shows the time (total execution time in the machine, not just CPU
time) measured in seconds for every algorithm for each instance in the last two
groups. Instances are ordered by the time achieved by our algorithm. Note that
the y-axes are on a logarithmic scale.

7 Conclusion and Future Works

In this work, we presented a new approach for VI applied to MCs and MDPs.
For MCs, we proved an almost-linear preprocessing and sub-exponential Bell-
man updates. For MDPs, we showed an improved speed of convergence of VI.
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Fig. 1. Time in seconds of all algorithms over instances in Groups 3 and 4 in increasing
order according to GVI and displayed in logarithmic scale.

It remains an open question whether for MDPs, after polynomial-time prepro-
cessing, VI can be achieved with a sub-exponential number of Bellman updates.
Finding such an algorithm is an interesting direction for future work. Our exper-
imental results showed good performance for both MCs and MDPs. Extending
our approach to other models, such as stochastic games, is also a promising path
for further research.
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