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Abstract

Enforcement of information-flow policies has been extensively studied by language-based
approaches over the past few decades. In this paper, we propose an alternative, novel,
general, and effective approach using enforcement of hyperproperties— a powerful formal-
ism for expressing and reasoning about a wide range of information-flow security policies.
We study black- vs. gray- vs. white-box enforcement of hyperproperties expressed by
nondeterministic finite-word hyperautomata (NFH), where the enforcer has null, some,
or complete information about the implementation of the system under scrutiny. Given
an NFH, in order to generate a runtime enforcer, we reduce the problem to controller
synthesis for hyperproperties and subsequently to the satisfiability problem for quantified
Boolean formulas (QBFs). The resulting enforcers are transferable with low-overhead. We
conduct a rich set of case studies, including information-flow control for JavaScript code,
as well as synthesizing obfuscators for control plants.
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1 Introduction

Runtime enforcement (RE) is a technique to ensure the correctness of systems at runtime,
especially in corner cases that static analysis and testing fail to identify. In RE, an enforcer
monitors and actively ensures that the system’s executions satisfy a formal specification.
Monitoring can be agnostic (black-box), partially aware (gray-box), or fully aware (white-
box) of the system implementation under scrutiny. RE can perform operations (e.g., insertion
or suppression of events) to correct the system’s observable behavior. Ideally, an enforcer
changes the system’s behavior only when strictly necessary (precision) while ensuring the
desired property satisfaction (soundness).

RE is especially useful in systems that cannot tolerate even a small or transient viola-
tion of their specification. Another benefit of using RE is to provide formal assurance for
systems that need to be kept alive while also fulfilling critical properties. This is vital for
policies where a system shutdown to avoid violations is not an adequate course of action.
For example, policies such as privacy and termination-sensitive non-interference [3] cannot
be dealt with by simply shutting down the system, as halting operations may leak informa-
tion to an attacker. Instead, RE ensures that the composition of the enforcer with the system
fulfills the intended specification. Then, with well-specified requirements, it guarantees that
the enforcing mechanism does not add additional information leakage that is forbidden by
the specification.

In this work, we tackle the challenge of enforcing information-flow policies where the
enforcer may not have complete access to the implementation of the system under monitor-
ing. Information flow control (IFC) requires reasoning over multiple executions. For exam-
ple, an attacker may infer secret information by comparing the system’s observable behavior
across different runs for the same public input. For this reason, from a language-theoretic
standpoint, information-flow policies define hyperproperties [18]- i.e., they define broad,
system-wide requirements— rather than trace properties (which only specify requirements
on individual executions). The shift from trace to system-level requirements introduces sig-
nificant challenges in synthesizing effective policy enforcers. To address these challenges,
we propose an approach that leverages knowledge about the systems to be monitored to
synthesize sound and effective enforcers for hyperproperties.

1.1 Motivating example

Consider the JavaScript program in Fig. 1, which implements login functionality for a web
page (lines 1-12) with dynamic advertisement loading from a remote script (lines 14-16),
that we will use throughout the paper as a running example. Our goal is to guarantee at
runtime that (1) the user’s secret information does not leak to an untrusted agent (confiden-
tiality) and (2) secure communication channels are not misused (integrity). The JavaScript
program is exposed to the following attacks:

Attack 1 (confidentiality): In this example, the attacker uses a DOM update to expose
the user credentials to an external server. In particular, the attacker attaches the user creden-
tials cred to the source of DOM attribute imgSrc (see Attack 1 in Fig.1), triggering a request
to the insecure “evil.com” which includes the credentials. Here, the password Pwd in the
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A simple login web page in JavaScript:

1 <script type="javascript'>

2 var baseUrl;

3 var settings = function(s){baseUrl = s;} // base URL setup
4 if (readCookie("isAdmin")) {

5 settings("my.com/admin/login.php") ;

6 } else {

7 settings("my.com/login.php") ;

8

9 </script>

10

11 <text id="User'"> <text id="Pwd">
12 <button id="BTNLogin" onclick="login()">

13
14 <div id="AdNode">
15 <script src="ads.com/display.js"> // dynamic advertisement loading
16 </div>
Attack 1: credentials leak to imgSrc (confidentiality)
1 var cred = doc.getElement("User").text + doc.getElement("Pwd").text;
2 var imgSrc = "http://evil.com/img.jpg" + "7t=" + escape(cred);
3 doc.getElementById("img").src = imgSrc;
Attack 2: baseUrl is set to evil.com (integrity)
1| var dir = "evil.com"; settings(dir); |

Fig. 1 Confidentiality (attack 1) and integrity (attack 2) vulnerabilities in a simple login web page written
in JavaScript with dynamic advertisement loading.

user credentials has a high confidentiality level (i.e., it is a secret variable), while both the
user name User and the DOM attribute imgSrc has low confidentiality level (i.e., they are
public variables). Attaching the user password, Pwd, to imgSrc violates a non-interference
property: secret values should not interfere with publicly observable behavior of a system.
In this example, we can specify non-interference as observational determinism (OD) [66]:
all pairs of executions with the same public input must also produce the same public out-
put. OD is a 2-safety property; i.e., we need at most two finite executions of the system to
witness its violation. In the context of hyperproperties, we may refer to it as a universal
hyperproperty (and, in particular, as a VV hyperproperty), because it only requires universal
quantification over the system’s executions.

Attack 2 (integrity): An attacker may target the integrity of the system by redirecting
the user post request in settings to an untrusted server “evil.com” (see Attack 2 in Fig 1).
That is, the baseURL no longer points to a secure communication channel. In this example,
we assume that the specification of secure URLs (trusted channels) is unavailable offline.
However, secure URLs can be inferred at runtime by observing the system behavior when
no advertisement is loaded (i.e. when the system operates without interference from a mali-
cious agent). We observe that OD is inadequate for specifying the integrity requirement we
want to enforce because baseURL may take on different values (i.e., non-determinism). In
this scenario, we express the integrity requirement as non-inference (NI) [44, 64]: That is,
for all executions, the link assigned to baseUrl must be in at least one of the system execu-
tions without advertisements. Non-inference requires a trace quantifier-alternation (v3);
thus, it is not a safety hyperproperty, which poses real challenges for its enforcement.
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1.2 What is missing?

Type-theoretic solutions [47] and faint-tracking information-flow control would halt the
program execution at line 3 in Fig. 1 (baseUrl =), because this is a flow from an untrusted
source (s) to trusted sink (baseUrl). Such an enforcing technique, while effective at prevent-
ing the attack, has undesired side effects: (1) terminating a program is not always an ideal
strategy, and (2) a program where s matches the correct URL, is actually safe, but will be
forcefully terminated.

Secure multi-execution (SME) [22, 38, 65] primarily deals with secrecy. An SME
approach executes the monitored program multiple times: one execution for each security
level with special rules for I/O interaction between the levels. Outputs can only be produced
within the context of their security label. At the same time, a default value replaces input
values in all executions except those labeled with the same level or higher. For the simple
case where there are only two security levels— High and Low (or secret and public), the
High-labeled execution sees all input values and only changes secret outputs, while the
Low-labeled execution receives secret inputs set to a default value and it can affect only
public outputs. In our example, if we consider only two security levels and label the baseUrl
as public, then the advertisement can change the baseUrl value and affect future logins. We
remark that while baseUTrl is public, it has high integrity (i.e., it is trusted). One could aug-
ment SME to consider both secrecy and integrity and add the trusted and untrusted labels.
This will require four copies of the program executing, resulting in significant runtime over-
head. Moreover, SME as well as more recent approaches such as multi-faceted execution [7,
42] would treat our V3 policy as a ¥V which is overly conservative.

Finally, existing techniques are typically designed only for specific policies and sys-
tems and hence, lack the generality of a framework that can deal with a rich set of security
requirements. Logic-based approaches (as our approach in this paper) offer such generality
and furthermore are transferable, meaning that an enforcer for a policy can be used in dif-
ferent systems.

1.3 Our approach

Objectives

We aim to develop an RE technique for information-flow policies such as confidentiality and integrity.
Our goal is to develop an approach that is:

(1) transferable: independent of the enforcing system,

(2) general: logic-based, and capable of handling a wide range of information-flow security policies,
(3) low-overhead: imposing only light-weight runtime operations, and

(4) sound and precise: introduce no undesired behaviors, and does not modify secure systems.

These objectives clearly distinguish our objectives from the prior work on enforcement of information-
flow policies.

With this motivation, we propose a novel RE technique for information-flow (IF) policies
expressed by hyperproperties. A hyperproperty [18] is a set of sets of traces, where each
set describes a system that satisfies the policy expressed by the hyperproperty. Enforcing
of hyperproperties enables us to deal with a wide range of IF polices beyond traditional
non-interference. While there has been significant progress on developing logic-based RE
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methods for trace properties (those that prescribe the behavior of individual executions)
[8, 24, 25, 33, 45, 63], to the best of our knowledge, the work on RE for hyperproperties is
limited to [20], where the authors propose a black-box enforcement approach that ensures
soundness but makes no guarantees on precision. Furthermore, the work in [20] is limited
to alternation-free hyperproperties which leaves out many important policies such as non-
inference [40], generalized non-interference [39], or non-interference for concurrent pro-
grams, etc. In this work, we propose a solution for RE that can handle hyperproperties with
quantifier alternations. Enforcing such general hyperproperties is challenging as it requires
integrating system knowledge both during enforcer synthesis and operation.

1.4 Contributions

Our first contribution is formalizing a general notion of RE parameterized by some knowl-
edge of the system that covers black-, gray-, and white-box RE, where the enforcer has null,
some, or complete information about the system implementation under scrutiny, respec-
tively. Hyperproperties for both terminating and non-terminating programs are represented
using nondeterministic finite-word hyperautomata (NFH) [15]. We show that, in the context
of hyperproperties: (1) black-box RE may lead to a sound but not a precise solution, where
correct executions are unnecessarily altered, and (2) having certain a-priori knowledge about
the system (i.e., gray-box) effectively assists in developing sound and precise enforcers.

Our second contribution is a reduction from the RE problem to the controller synthesis
problem for hyperproperties [16]. Controller synthesis problem aims at identifying a con-
troller that steers the execution of a plant, modeled by a finite transition system, ensuring
the controlled plant satisfies a requirement. The choice of reduction to controller synthesis
is motivated by the fact that in RE, we are often faced by constraints over what the enforcer
is allowed to take action (i.e., insert or suppress). Subsequently, we solve the controller syn-
thesis problem by mapping it to the satisfiability problem for quantified Boolean formulas
(QBF). To the best of our knowledge, this is the first implementation of controller synthesis
for hyperproperty specifications.

Our technique is fully implemented end-to-end, meaning from code to a concrete
enforcer for the code.! We present experiments over a rich set of case studies, including
JavaScript runtime security enforcement, and privacy enforcement for obfuscation-aware
eavesdroppers. Our implementation integrates existing tools such as ExpoSE [36], Jalangi
[53], and QuADbS [58]. We also experiment with various policies and hyperproperties includ-
ing declassification, non-interference, non-inference, privacy, etc. Our experimental results
demonstrate the effectiveness of our approach in synthesizing enforcers with minimal over-
head, from as low as 3.5% to at most 28%.

1.4.1 Organization

Preliminaries and our running example are introduced in Sec. 2. Section 3 presents our defi-
nition of RE and formalizes white/gray/black enforcers. Reductions from RE to controller
synthesis and subsequently to the satisfiability for QBF are presented in Sections 4 and 5,
respectively. Implementation, evaluation, and experimental results are in Section 6. Related

! Available at: https://github.com/hyperenforce/artifact
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work is discussed in Section 7. Finally, we make concluding remarks and discuss future
work in Section 8.

2 Preliminaries

Since we reason about the runtime behavior of systems, which can only exhibit finite
observations, our approach focuses on finite-word hyperproperties. Let AP be a finite set
of atomic propositions and ¥ = 2AF be the alphabet. We call the elements of 3 letters.
A (finite) word w over alphabet ¥ is a finite sequence of letters w =w(0)w(1) - - - w(n),
for some n € N. We denote by w[i...] the sequence of letters of w from position 4, i.e.,
wli...]=w(i)---w(n). We denote the empty word by ¢ and the set of all finite words by
>*. From the set theoretic point of view, a finite-word property W over a set of propositional
variables AP is a set of finite words (i.e., W C ¥*). The restriction of a letter inl € X by a
subset AP’ C AP is I|op- = I N AP’. We extend naturally this notion to a restriction of a
word w and a set W of words to a subset AP’ C AP: w|aps =w(0)|ap’ - - - w(n)|aps and
Wiap ={wlap |we W}

A finite-word hyperproperty ¢ is a set of sets of finite words. i.e., ¢ C2> . Intuitively,
while a property prescribes the behavior of individual words, a hyperproperty can express
system-wide security requirements such as confidentiality and integrity. In the sequel, we
refer to finite-word hyperproperties just as hyperproperties and finite words as words. We
denote hyperproperties using ¢, 1, ... and sets of words using W, U, .. .. A set of words
W C ¥* satisfies a hyperproperty ¢ C 2% iff W € .

2.1 Nondeterministic finite hyperautomata

We specify hyperproperties with nondeterministic finite hyperautomata (NFH) [15]. Using
NFH is a design choice and one can also define the target hyperproperties in HyperLTL [19].

Definition 1 A nondeterministic finite-word automaton (NFA) is a tuple A =(%, Q, §, F’, §),
where ¥ is the alphabet, @) is a nonempty finite set of states with ¢ € ) being the initial state
and F' C @) a set of accepting states; and 6 C Q) x X x @ is a transition relation.

ArunofanNFA A = (3,Q, ¢, F,0) onaword w € X* is a finite sequence of states qo - - - ¢,
where ¢y = §, and all steps 0 < i < n, we have (g;—1,w(),q;) €. The run is accepting
if ¢, € F. An NFA A accepts a word w if there exists an accepting run of A on w. The lan-
guage of A, denoted £(A), where L(A) C ¥* is the set of all words accepted by A.

We now lift NFAs to NFHs. A hyperword W over X is a set of words over >, W C ¥*.
A nondeterministic finite hyperautomaton (NFH) (also referred to as a hyperautomaton)
reads hyperwords. Syntactically, a hyperautomaton is defined as an NFA that reads from
the alphabet X" prefixed with a sequence of quantifiers over a finite set of word variables
M={m,..., T}

Definition 2 A nondeterministic finite-word hyperautomaton (NFH) over alpha-
bet 3 and word variables II={my,...,m,} is a tuple A=(%,11,Q,q, F, d, ), where
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Fig. 2 NFH for non-interference, Aop —(usery > user,s) DOM,. <+ DOM,-

(usery <> usery/)

Vv’

Fig. 3 NFH for non-inference, ANy (Ad . — 6)
va3n’ = (baseUrl; < baseUrl)

A =(X",Q, q, F,0) defines the underlying NFA, and « = Q17 - - - Q,, 7, is a sequence of
word quantifiers, i.e., forall 1 < i < n, Q; €{V,3}.

The zip function zip:(X*)" —(X™)* zips tuples of words over ¥ into a word over
(XU {#})", where words are padded as needed with # to the same length. A hyper-
word W CX¥* is accepted by a hyperautomaton A=(XU{#},II,Q, 4, F,d,«), with
a=Qqm - Q,m,, iff:

Qimi €W, Qoma €W, Qsmz €W, -+, Qumn €W, zip(m1, -+, mn) € L(A).

Example 1 Consider the simple login page in Fig. 1. In our example, each trace represents
a distinct web session, with each login attempt initiating a new session. The values at each
point in the trace capture the state of the webpage at that moment. We observe that the
username used for the login attempt that initiates the session (which we will refer to simply
as user) is established at the beginning of the trace and remains unchanged. Under these
assumptions, we expresses non-interference requirement for Fig. 1 with the NFH in Fig. 2:
for each user, the DOM objects (e.g., imgsrc) should not change for login attempts with the
same username. Without loss of generality, we may annotate transitions by Boolean expres-
sions that express combinations of letters in ™. Similarly, the NFH in Fig. 3 specifies non-
inference policy for Attack 2 in Fig 1: the absence of the advertisement should not affect the
URL. For simplicity, we only depict the accepting paths.

2.2 Plants

We represent systems under scrutiny as a transition system with transitions labeled either
controllable or uncontrollable, which we refer to as plants.

Definition 3 A plant over AP is a tuple P =(S, §, c,u, L), where S is a finite set of states
with § being the initial state; ¢,u C .S x S are respectively sets of controllable and uncon-
trollable transitions, where cNu=0,and L : S — 24F isa labeling function.

We define the set of all transitions in P as d., = ¢ U u and the set of all terminal states as
Term(P) ={s' € S|Vse€ S (s',s) ¢ dcu}. Apath of a plant P is a finite sequence of states
S0+ 8p €ST such that so = 3§ and, for all steps 0 < < n, (8, Si+1) € d¢ i A path is ter-
minated if it ends in a terminal state, i.e. s, € Term(P). The set of all reachable states in
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P is defined as Reach(P) = (J{s0,.--,8n|S0" - Sn is a path in P}. A frace of a path
S0 - - - 8 with respect to P, denoted L(sg - - - sg), is the sequence L(sg) - - - L(sy), where L
is the labeling function in P. The trace set of a plant P is the set of traces of all of its paths,
denoted by Tr(P).

We say that P satisfies a hyperproperty , denoted P |= ¢, if its set of traces Tr(P) as
a hyperword is accepted by A; formally, Tr(P) € L(A). Without loss of generality, we will
assume that plants contain a sink state corresponding to runs padded with # to simplify
checking hyperproperty satisfaction. In this case, the following result states that we only
need to consider paths of the plant with a sufficiently long length.

Lemma 1 Given a plant P and hyperautomaton A, there exists d € N such that P satisfies
the hyperproperty encoded by A if and only if A accepts Trq4(P) ={t € Tr(P)||||t| = d}.

Proof We begin by recalling that a transition system such as P satisfies a linear-time prop-
erty represented by an automaton A with o = Vm; or o = 3y, if and only if paths of P
with length at most d = |S||Q] satisfy the property. With the plant fixed, we can induc-
tively construct an equivalent hyperautomaton eliminating the last quantifier until only one
remains at which point previously stated fact can be applied to derive a sufficient d. Let
a = Qym - --Q,m, denote the quantifiers of A, let A = (X",Q, 4, F,d) denote the under-
lying NFA of A, and let P = (S, §, ¢,u, L) be the plant. We begin by assuming n > 1 and
Q, = 3. Define A5 = (2771, Q x S, (4,38), F x S,03) where:

63 = {(((L S)a (Ula e aan—l), (q/,S/)) | HO'n S
(q,(01,- ,0n),¢) €S N (s,0,,8) € cUu}.

By construction P satisfies A if and only if it satisfies the hyperautomaton corresponding to
A5 which has at most |Q||S| many states. To handle universal quantifiers, we can perform
the same construction on the negation of the hyperproperty represented by the comple-
ment hyperautomaton with an exponential number of states. In this case the resulting Ay
will have at most 2/9!I5| many states. Iterating this procedure results in an hyperautomaton
equivalent to A over P with a single quantifier. O

3 Enforcing hyperproperties

This section introduces a general definition of RE of hyperproperties. Additionally, sound-
ness and precision of enforcers are defined independently of the choice of the specification
language and monitored system.

3.1 Runtime enforcers for hyperproperties

We are interested in reasoning over finite observations of systems since the enforcer can
only observe finite behaviors at runtime. An observation is a finite set of finite traces, while
the set of all finite observations of the system S, denoted Obs(S), is the prefix-closed set of
all its finite and possibly non-terminating behaviors and, so, Obs(S) C ¥*. From now on,
when we refer to a system, we mean its finite observation set.
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An enforcer E of a hyperproperty ¢ (specified by a hyper language) modifies the traces
of a system S at runtime, generating as output a set of traces E(S).

Definition 4 An enforcer is a total function E that takes a system and produces a new sys-
tem. Formally:

E:2% — 2%,

Example 2 A strategy to enforce non-interference, as defined in Section 2 with the hyperau-
tomaton Aop (see Fig. 2), is to simply force the same valuation for DOM in all executions.
Enforcers E; and E,, defined in Table 1, force DOM to be constantly O or 1, respectively.
Note that, for a time point ¢ represented by the word ¢;, we say that DOM is 1 iff DOM € ¢;.
Both [E; and E; are examples of black-box enforcers, as the enforcer uses no knowledge of
the system.

3.2 Black- Vs. Gray-, Vs. White-box RE

In order to characterize black- vs. gray-, vs. white-box RE, we define the notion of system
class. A class of systems, denoted by 1), defines a set of systems, i.e., it is a hyperproperty
1 C 2% Then, a system S belongs to the class ¢ iff S € 1. An enforcer that has full knowl-
edge of a system S is white-box, the one that has no knowledge of S is black-box, and is
gray-box, otherwise.

Definition 5 Given a system S, a system class 1, and an enforcer E:

o ify = {S}, then E is a white-box enforcer for S;
e if ) = true (i.e., the universal set of systems), then E is a black-box enforcer;
e otherwise, E is a gray-box enforcer.

Example 3 To illustrate the benefit of incorporating system knowledge, we examine enforc-
ers E5 and E, in Table 1. These enforcers are parameterized by a set of traces M used to
decide on how to enforce Agp at runtime. For systems where M is an adequate model (or
abstraction), E3 and E4 use M to effectively minimize their interference. Enforcers E3 and
E,4 begin by checking whether M can be used decide the DOM value for the trace ¢t. That
is, whether there is at least one trace in M agreeing with the user in ¢, by using the function

Table 1 Enforcer candidates for Aop, for a given set of traces M

E1(S) = {tyt) -+~ |tot1--- €S and Vie N : t; = (t; \ {DOM})};

IEQ(S) = {t6t/1 cee |t0t1 --e€Sand VieN : t; = (ti @]} {DOM})},

E3(S) = {tyt] - - |t €S, if badModel(t, M), then Vi € N : t; = t(i), otherwise
firstUser (¢, M) =14,Y0 < j <13 :t/(j) = t(j), and

Im e M : t(i)|user = m(%)|user and Vi < k < |t| : ¢} = update(t(k), m(k))}.

E4(S) = {tyt] --- |t €S,if badModel(t, M), then Vi€ N : t; = t; \ {DOM}, otherwise
firstUser (¢, M) =14,Y0 < j < i :t'(j) = t(j), and

Im € M : t(i)|user = M(i)|user and Vi < k < |t] : ¢}, = update(t(k), m(k))}
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firstUser (¢, M) returning the earliest position in all traces in M where one of them has the
same value of user as ¢ and defined below:

firstUser(t, M) =min({i |m € M and t(7)|user = m(%)|user } U {00}).

If firstUser returns a trace position (i.e., a natural number), they further check if there are
conflicting traces in M for that user. Formally:

badModel(t, M)d:Ef(ﬁrstUser(t, M)=00) V (ﬁrstUser(t, M)=iA

Im,m’ € M 1 (m(i)|user =m' (V) luser A mli...]lpom#m'[i.. -HDOM))

If the set M is deemed adequate for a given trace ¢, then both Es and E4 pick a trace m € M
and update DOM values in ¢ with DOM values from m:

1U{DOM} if DOMel

N _
update(l,1") = { 1\ {DOM} otherwise.

The only difference between E3 and E, is that when M is not adequate for a trace ¢, then E3
does not change ¢ while E4 updates all DOM values in ¢ to 0.

3.3 The runtime enforcement problem

An enforcer for a hyperproperty ¢ must define a system that satisfies ¢, i.e., it must be sound
for . For example, enforcers E; and E, defined above are sound, as they ensure satisfac-
tion of App. However, an enforcer should additionally achieve soundness by modifying the
input system S as little as possible and only when necessary. In the context of trace proper-
ties enforcers, this requirement is often referred as transparency [25], where modifications
to the current monitored execution ¢ € S, are performed as /ate as possible in ¢t. The notion
of ‘past’ for trace properties (and consequently the idea of ‘as late as possible’) is straight-
forward because it only needs information from the current system execution. Transpar-
ency, however, is problematic for hyperproperties because we need to reason about multiple
executions with no presumption on the order we observe them.

With this motivation, we adopt the notion of precision [43]: an enforcer is precise for
a hyperproperty ¢ if it does not change the observable behavior of systems that satisfy .
This aligns with the standard meaning [13] where transparency refers to the ability not to
change secure executions (within a possibly insecure program), while precision is about not
changing secure programs. Obviously, enforcers [E; and Eo in Example 2 are not precise as
they unnecessarily change the behavior of correct systems. This is an inherent deficiency
in black-box enforcement of hyperproperties?. We are particularly interested in gray-box
enforcers, where the enforcer may use some knowledge about the system under scrutiny.

2 Although SME guarantees transparency for black-box under the language-based view, our black-box notion
is stricter. In our approach, the enforcer has no assumption about the monitored system regarding its runtime
behavior. In contrast, in SME, the enforcer runs multiple copies of the system, actively controlling their com-
munication and scheduling.
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Definition 6 Let ¢ and v be hyperproperties. An enforcer EE is an enforcer for a hyperprop-
erty @ and systems in class 1 iff for all systems S € ¢, E(S) is:

o Sound: E(S) € p; and
o Precise: If S € p, then E(S) = S.

Enforcement decision problem

Let AP be a set of atomic propositions, and ¢ and v be two hyperproperties over AP expressing the
specification and a class of systems.

Does there exist a sound and precise enforcer E for ¢ and systems S in class ¢?

Example 4 We now examine the enforcers defined in Table 1 and discuss whether they are
sound and precise enforcers for App as defined in Sec. 2. Table 2 summarizes our discus-
sion below. Both [E; and Eo (Example 2) are black-box enforcers. They are both sound for
the language defined by App. They both trivially satisfy non-interference because, for all
systems S, then all traces in the set of traces defined by E;(S) and E5(S) have the same
value for DOM (0 or 1, respectively). However, they are not precise, because they force a
DOM value regardless of the system being monitored.

Recall that gray-box enforcers E3 and E4 (Example 3) use a set of traces M to decide on
how to change the DOM value in the traces of any given system S. Then, their soundness and
precision depends on how the set of traces M relates to the system under scrutiny. For the
white-box instances, i.e., the set of traces M is the same as the system (¢p = {S|S = M}),
both E3 and E4 define precise enforcers for Aop. White-box E3, however, does not define
a sound enforcer for Agp. Consider the case where S ¢ L£(Aop). Then, there are two traces
t,t' €8S, that have the same username, (0)|user = ¢'(0)|user, With a different DOM, i.e.,
t(0)lpom # t'(0)|pom. Hence, both badDom(t(0)|user,S) and badDom(t'(0)|user, S)
hold. By definition of E3(S), both ¢ and ¢’ will not be changed by E3. As ¢ and ¢ witness a
violation of Agp, then E3(S) ¢ L(Aop). On the contrary, E, is sound, as it updates DOM
to be always 0 on all traces that witness a violation of the hyperproperty specified by Aop.

Now, we look at a class systems 1) where the set of traces M is a strict under-approxi-
mation of all systems in %, i.e. M C S for all S € 9. E4 and E3 are sound and not sound,
respectively, for the same reason as for the white-box instance. However, for this class of
systems, [E4 is not precise. Consider a system that satisfies the hyperproperty specified by

Table 2 Soundness and precision of E3 and E4, from Table 1 and defined over a set of traces M, for App.

System class E3(S) E4(S)

P Sound Precise Sound Precise
true X v 4 X

{S|| M C S} X 4 v X
{§|S§=M} X v v v
{S|MCSandVteS 4 v 4

Ime M: t(0)|user =
m(0) |user } P

()31 stands for there exists at most one
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Aop, S € L(Aop), and has a trace, t € S, such that: (i) there is no trace in the set M with
the same user as in ¢ and (i) DOM is not always 0 in ¢. By (i), noUser (£(0) |user, M) holds
and E,4 forces DOM to be always 0 in ¢. Then, E4(S) # S even though the system satisfies
non-interference, S € L(Aop).

E, is precise for the class of systems 1) where for each system S € 1) the set of traces M
under-approximates it (M C S) and M has a trace for each user defined in S. Eg is sound, if
there exists at most one trace in M for each user value defined in a system S € 1.

4 Solving RE by controller synthesis

We reduce the enforcement decision problem, described in Section 3, to weighted controller
synthesis. We modify the controller synthesis problem for hyperproperties, as in [15], to sets
of finite traces and extend it with weighted transitions.

4.1 Weighted controller synthesis

Given a system represented by a plant P and a specification ¢, the controller synthesis
problem is to find a controller, denoted P’, that satisfies . A controller P’ simply restricts

controllable transitions within P.

Definition 7 A controller of a plant P =(S, §, c,u, L) is another plant P’ =(S, 3, ¢',u, L)
with ¢/ Ce.

We use weighted controller synthesis to find an enforcer that satisfies a hyperproperty by
removing the minimum cost set of transitions from the input plant.

Weighted controller synthesis problem, breakable

Let AP be a set of atomic propositions, P =(S, 3, ¢, u, L) be a plant, and A be an NFH, both over AP.
Let W : ¢ = Z U {oo} be a weight function over the controllable transitions in 7P and Term(P) be the
set of terminal states in P.

Does there exist a controller P/ =(S, 8, ¢/, u, L) of P s.t.:

(1) (Acceptance)P’ is accepted by A;

(2) (No deadlocks) No change in terminal states, Term(7P) = Term(P’);

(3) (Minimum cost) For all plants P’’ with controllable transitions ¢’ that satisfy (1) and (2):

Zeec\c’ W(e) < ZeEc\c” W(e)
We denote by C(P, A, W) the set of all controllers solving the weighted controller syn-
thesis problem for a given plant P, NFH A and weights .

4.2 Overall idea- sketch of the reduction

Figure 4 depicts our overall approach for synthesizing an runtime enforcer E and, if one is
found, applying it to a plant P, which represents the system. The knowledge given to the
enforcer about the set of target systems (i.e., our gray-box setting) is encoded by another
plant Py (i.e., a partial view of the target plant P).
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Enforcer Search

Gray-box Py - R PO e TR I Y.
Extension Cext - Extend (P, Cext) | Restrict [ ML - =
. . estrict /=-----> \Weighted
Monitorable propositions M-f------=---------------- 1 C

- " ontroller

NFH o | T > Sunthesis |-

Weight function W -p-----ommmmmmi o >| 2ynthesis =

Ene |->

System P___ ext(P, t.
Extension oy - P Lo

Fig.4 Overview of our approach

if (isIntern) {
baseUrl=stri;
} else { baseUrl=str2;}
if (advertisement) {
choose{
baseUrl=str3;
changeDom(); }
} else{ skip; }

-7 -
Phe I
- -

- s
- s

//’ -
- e
// i
L’/
end, url3,
ad

Fig.6 Plant for program in Fig. 5, where m; stands for the program line and urlyj stands for url = str;

Fig.5 Abstraction of Fig. 1, where
choose{e1;e2} runs e or ez
non-deterministically

ONO O WN -

end, url2,
ad, DOM

Example 5 We rewrite the JavaScript code introduced in Section 1.1, into the program in
Fig. 5. Then, one can apply some form of static analysis to generate Py. A branch of Py is
shown in Fig. 6, where url0 is a shorthand for the initial empty value of baseURL.

Step 1 (Extend): In our formulation of controller synthesis in Section 4.1, a controller is
obtained by only removing a subset of controllable transitions. Although, removal of tran-
sitions mimics suppression of action, it may quickly result in deadlocks for deterministic
programs and is not likely to result in a powerful enforcer alone. To extend the possible
enforcement strategies, we allow the user to specify a set oyt of additional controllable tran-
sitions encoding different enforcement strategies which are integrated with Py in the step
Extend in Fig. 4, which spits out an extended plant ext (P, Cext ). Notice that this procedure
may add new behaviors to the plant and, hence, change the semantics of the monitored sys-
tem. This may, in turn, violate some other specification. If such other critical specification
exists, it has to be given as input to our enforcement algorithm.
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Fig. 7 Extension of plant in Fig. 6 with possibility to suppress execution of lines 6 and 7 in Fig. 5

end, url2, end, url2,
ad ad

Fig. 8 The controller found by Enforcer Search for the extended plant in Fig. 7 and hyperproperties oop
and N1

Example 6 Figure 7 depicts the branch from Fig. 6 extended with the possibility to suppress
the execution of steps in lines 6 and 7 in Fig. 5. Since we allow the user to add transitions,
states unreachable from the initial state may become reachable after the extension step.
Hence, unreachable states are as relevant as reachable states in this setting.

Step 2 (Restrict): The initial plant Py is not necessarily a precise description of our
target systems. Hence, there may exist propositions that are not in the alphabet of both Py
and the target system P. In order to design an enforcer based upon Py that will be applied
to some unknown P, we must identify a set of monitorable propositions M that are common
to Py and P. For example, if we are enforcing non-interference pop (as defined in Fig. 2),
then M ={user, DOM}. Thus, after the extension step we restrict the output plant to the
alphabet 2M.

Step 3 (Controller synthesis): The output of Restrict, denoted M and referred to as the
model, is an input to the controller synthesis algorithm together with a NFH ¢ and a weight
function W. If there exists a solution to the controller synthesis problem, we output it as the
controller M’. M’ enforces o over target plants that are the same as M after we apply the
extension and the restriction to the alphabet 2™ This class of plants is specified by .

Example 7 Figure 8 shows a partial view of the controller found by Enforcer Search in Fig.
4, where Py is the extended plant in Fig. 7 and ¢ is the conjunction of pop and Ny (see
Section 2.1). While monitoring the JavaScript program in Fig. 1, with an advertisement
loaded dynamically, the enforcer checks for each step whether it defines a transition in the
controller M’. For example, when the monitored JavaScript program reaches line 6 in the
abstract program in Fig. 5, then the controller is in a state labeled {mg, url2, ad}. The adver-
tisement changing baseUrl defines the transition from {mg, url2,ad} to {end, url3,ad},
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which is not a transition in M’. Then, the enforcer forces the program to comply to the only
controllable transition available, i.e., to {end, url2, ad}, achieved by suppressing the execu-
tion of the baseUrl update by the advertisement script.

4.3 Detailed reduction to controller synthesis

We consider a set M of monitorable propositions that is common to both Py and P. In a
white-box setting M = AP, whereas in a black-box setting M ={}. In our framework, we
use a gray-box setting, which considers the enforcer with partial knowledge of the system,
i.e., M C AP. Note that in a gray-box setting, the gray-box plant Py may not be a full rep-
resentation of the target system 7. Both the gray-box plant Py and the target plant P will
have their alphabets restricted to 2™. We need to guarantee that the plant obtained after an
alphabet restriction to 2M is still a plant and all information related to propositions in M is
preserved. Plants that satisfy these requirements are called monitorable. All plants in our
reduction (i.e., both the gray-box and the target systems) must be monitorable with respect
to the given set M. For convenience, for a transition (s,s’) € 24P x 24P we define the
restriction (s, s")|m = (s|m, '|m). We also extend this notion to the restriction of sets by
T|M = {t|M | te T}.

Definition 8 A plant P =(S5, 3, ¢,u, L) over AP is monitorable for the set M C AP iff:
1. It has unique states that are all the possible values of the propositions AP:
S =2 and Vse S. L(s) =s,

2. Restriction over M preserves transitions:
V(S, S/) €cUu. V5€8. 35 ¢S, (9|M = §|M) = (S/|M = §/|M A (5, 5/) Ec Uu) ;
3. Restriction over M preserves controllability:

V(s,s"),(5,8)ecun ((s,8) M = (5,8) M) = ((s,8)€c & (5,5) €.
When a plant over AP is monitorable for its own alphabet, we refer to it just as a monitor-
able plant over AP. We define below the notion of restricting the alphabet of a monitorable
plant P over AP to a subset of propositions M C AP. This is the operation performed at
Restrict in Fig. 4. We prove that if the plant P is monitorable for M, then the restriction
defines a monitorable plant as well.
Definition 9 Given a plant P = (S, §, ¢,u, L), where Vs € S.L(s) = s, the restriction of P
to M C AP defines the plant P|y = (Su, M, e, i, L) where Sy = 2M, 4y = 8|,

Vs € Sm. Ln(s) = s, o = ¢|m and uyp = ufy.

Lemma 2 Let P = (S,$,¢c,u,L) be a plant over AP monitorable for M C AP, then
Plm = (Sar, Sm, €ar, unr, Lag) is @ monitorable plant over M.
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Proof Consider arbitrary plant P =(5, §,c,u, L) over AP monitorable for M C AP. We
prove that Py defines a plant. In particular, we show that ¢y and uyg are disjoint sets.
Assume towards a contradiction that there exists a transition (s, s”) € ecpg Nupg. Then, by P
being a plant, it follows that there exists (s¢, s,) € c and (s, s,,) € u that are the same when
projected over M: (e, s%) |m =(8u, s),) M= (s, s’). This contradicts our assumption that
P is a monitorable for M (c.f. condition 3 in Def. 8). P|y being monitorable for M follows
directly from P being monitorable for M. ]

We prove next that the restriction of a plant 7 monitorable for M to the alphabet 2™ pre-
serves all information related to propositions in M. Formally, the restriction P|y; defines
the same traces as restricting to M the set of traces defined by P, i.e. Tr(P)|m = Tr(P|Mm)-

Lemma 3 Letr P=(S,8,c,u,L) be a plant monitorable for M C AP. Then,
Tr(P)|am = Tr(Plum).

Proof We prove that Tr(P)|m € Tr(P|m). By condition 1 in Def. 8, every trace sp - - - $p,
in Tr(P) defines the path sg---s, in P. Then, so|m - Sn|M is a path in Ply and
So|M -+ Sn|m is a trace in P|y. Now, we prove that Tr(P)|y 2 Tr(P|m). Consider an
arbitrary path sg - - - s,, in P|m. We want to prove that there exists a path s, - - - s/, in P such
that s; = s}|um, for all 0 < i < n. By definition of restriction so|m = /M. Now consider
(87,8j+1), for arbitrary 0 < j < n. Pick an arbitrary s’; s.t. s”[m = s;. Then, by condition
2 in Def. 8, there exists sgﬂ s.t. 59+1|M = s;41 and (sj,8;41) € cUu 0

While the controllable transitions of the input plant P represent non-deter-
minism that can be removed, we allow the user to provide a set of transitions
Coxt C< spanclass =' crossLinkCiteEqu’ > 2 < [span >?F x2AF that specify other
possible strategies available to the enforcer. We define below the extension of a plant P with
Coxt, represented as Extend in Fig. 4. We need to be careful to avoid turning uncontrollable
transitions into controllable during the extension.

Definition 10 Given a plant P=(S,§,c,u,L) over AP and an extension
text C 2P x 24P D oxtended with texy defines the plant ext(P, Cext) =(5, 8, Cext, U, L)
where Cext = ¢ U (Cext \ U1).

The enforcement problem introduced in Section 3 is parameterized by a formula ¢ that
describes a class of systems. Here, we concretely define ¢ with respect to a model, denoted
M, that provides some knowledge about the target plants. For a given plant P and extension
Cext such that ext (P, Cext ) is a monitorable plant, the model M is defined as ext (P, Cext )| M,
which is the restriction to the alphabet 2M of the extension of Py. The class denoted 4
consists of all monitorable plants with model M, i.e., Y = {P | M = ext(P, Coxt )M} -
Our enforcers are controllers M’ of a given plant M. Applying an enforcer M’ to a plant
P €1 a1, amounts to restricting the controllable transitions in P to those in M’.

Definition11 Let M C AP be a set of monitorable propositions. Let Py be a plant over AP and

Cext be an extension so that ext(Py, €ext) is monitorable over M. Let M = ext(Py, Cext )| M
be the model and P a plant in . Let M’ =(S,3,¢',u, L) be a controller of M. For

@ Springer



Gray-box runtime enforcement of hyperproperties Page 17 0f33 30

a plant P, the output of the enforcer parameterized by M’ and applied to P, denoted
Er (P), is a controller of ext(P, toxt) = (S, 8, cext, U, L) with controllable transitions:
c:ext = {(575l) € Cext | (575l)‘M S C/} .

For a given specification ¢ and weight function W, such controllers M’ can be found as
solutions to the controller synthesis problem. Here, the specification must be represented
as an NFH A over the observable propositions M. Formally, we consider the hyperproperty
M that is satisfied by exactly the monitorable plants P such that Tr(P)|n is accepted by
A. In this case we find solutions M’ € C(M, A, W). We next prove that enforcers obtained
with controller synthesis are sound.

Theorem 1 Let Py be a plant over AP and €.,; an extension so that ext(Py, €ezt) is moni-
torable for M C AP. Let M = ext(Py, Cext)|m be the resulting model of Py. Let M’ be a
solution to the controller synthesis problem for M and NFH A, defining the enforcer E pq.
Then, for every P € 1, the output E pq (P) satisfies oa, .

Proof RecallE o (P)isacontrollerofext(P, cext ),sowecanwriteE ¢ (P) = (S, 8, ¢, u, L).
Thus to show that E g (P)|y = M, it suffices to show that ¢’|y; = ¢);. By construction
¢/|M = Cext|Mm N ¢y, Additionally as P € a4, cext|Mm is exactly the set ¢ps of controlla-
ble transitions of M as P € . Thus ¢/|m = ¢}, and Epnp (P)|m = M/, so by definition
Tr(P')|m = Tr(M’). As M’ is accepted by A, then by definition Ex (P) E¢pm. O

If precision is required, we can solve the more general weighted controller synthesis
problem for an appropriate weighting function. To guarantee that original transitions from
‘P are only removed if necessary, we require that they are given a positive non-zero weight
while extensions to P are given a negative weight.

Theorem 2 Let Py = (Sp,80,¢0,u0,Lg) be a monitorable plant inducing model
M = ext(Pg)|m. Let W be a weight function for M such that W (e) < 0 for added tran-
Sitions e € Ceqzt \ Co|apr and W(e) > 0 otherwise for original transitions. Let M’ be a
solution to the weighted controller synthesis problem for M, W, and NFH A defining the
enforcer Eag. If Py = ou,m then E g (Py) = Po.

Proof As P, is monitorable and Py |= ¢4 M, then Po|y is a solution to the weighted con-
troller synthesis problem. As all transitions added in cex¢ have negative cost to remove and
all original transitions have positive cost, the total cost is uniquely minimized by removing
all added transitions and including all original transitions, i.e, for the solution Py |\. Hence
M’ = Pq|\ is the unique minimal solution. Then, Eq/ (Po) = Py. O

4.3.1 From controllers to trace sets
The reduction explained above is for the enforcement problem over monitorable plants.
However, we are interested in the enforcement problem for sets of traces that describe moni-

torable plants. To extend to such sets, we need to define a bijective mapping from sets of
traces to plants. Then, the results in Section 4.3 transfer naturally to trace sets.
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We start by defining how to go from a plant to an appropriate set of traces. The translation
needs to include enough information to allow rebuilding the plant and successfully apply an
enforcer (as defined in Section 4) to the derived plant. In particular, the set of traces must
include traces representing the unreachable part of the plant (as they may become reach-
able after the extension step) and, for each step, whether it was defined by a controllable or
uncontrollable transition. For a given set of propositions AP, we extend it with proposition
unreach to distinguish reachable from unreachable traces, and the proposition control to
mark controllable steps in a trace.

Let P =(5, 3, c,u, L) be a plant over AP monitorable for M C AP. For any two states
s,s" €S, then its control labeling is defined as L&, (s) = L(s) U{control} if (s, s’) € ¢, and
L¢,(s) = L(s) otherwise. The set of all (reachable) traces with control annotations is defined
as Tr(P) ={Lg, (s0)L§,(51) - - L(sn) | 80 - - - 5 is a terminated path of P }. We now define
the set of unreachable traces. The set of all starting states (states without incoming transi-
tions) is defined as Start(P) ={s' € S|Vs€ S : (s,s’) ¢ cUu}. An unreachable path of a
plant P is a finite sequence of states sg - - - s, € ST such that s is a starting state different
from the initial state (i.e. so € Start(P) \ {8}); forall steps 0 < i < n, (s;, $;+1) € cUu; and
it ends in a terminated state (i.e. s,, € Term(P)). The set of unreachable paths is defined over
AP U{unreach, control}, as Tryn, ={L§, (s0) U{unreach} - - - L(s,) U{unreach} | s - - - s,
is an unreachable path of P}.

Definition 12 Let P = (5, §, ¢, u, L) be a monitorable plant. The complete set of traces of P
is: AllTy(P) = Tr¢(P) U Tre, (P).

A complete set of traces T over AP satisfies the following conditions: (i) for each trace in
T either unreach is always true or it is always false; (ii) all traces where unreach is false
start with the same letter 7 € 24P, i.e. for all traces ¢ € T with unreach ¢ ¢(i), for all
0 <4 < |t|, then £(0) = §7. We define now the plant induced by a complete set of traces.

Definition 13 Let 7 be a complete set of traces. The plant P7 induced by 7 is defined as:

o S=2PandVsecS: L(s)=s;

[ ] f:§7*;

o c¢={(s,5)|s0-- s, €T and 30 <j <nsuchthat s=s;, s’ =s;11 and control € s};
o u={(s,s")|so s, €T and 30 <j <n such that s=s;, s’ = s;41 and control ¢ s};

We say that a set of traces is monitorable iff AITr(Pr)="T.
4.4 Discussion

In order to enforce hyperproperties over plants with potentially infinite state-space, such as
JavaScript programs, in our approach we apply controller synthesis to a model M, which
is an abstraction or approximation of the extended plant. For simplicity, in this work, the
model is the restriction of the extension of some base plant to a user-specified set of moni-
torable propositions. We establish the notion of the extended plant being monitorable (in
Definition 8), which is a sufficient condition to guarantee the soundness of our control-
ler synthesizes approach. However, this condition must be imposed carefully; otherwise, it
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might raise limitations in some instances. We now discuss this limitation in detail using the
example in Fig. 9.

4.4.1 Imposing restriction after extension

It is worth noting that it is advantageous to impose monitorability after extending the origi-
nal plant. Consider the simple JavaScript function and its corresponding plant in Fig. 9a,
where [ is initialized to 0. The program has low-security ¢ and high-security h variables.
For the set of monitorable propositions M = {¢}, the plant in Fig. 9a (before any extension)
is not monitorable (condition 2 in Definition 8 is not satisfied). However, the plant may
become monitorable after extension. For example, consider the extension that adds the pos-
sibility of negating the assignment (i.e., var 1 =!h) in line 2, presented as the extended plant
in Fig. 9b. In this case, the extension added the behavior missing from the restriction to sat-
isfy the monitorability conditions (i.e., the extended plant is now monitorable for M = {/}).
Our approach requires monitorability on the extended plant to avoid this potential limitation
(see Def. 11 and Theorem 1).

4.4.2 Targeting specific class of hyperproperties

In practice, it may be challenging to identify an appropriate set of monitorable propositions
M. The set M must be large enough to ensure monitorability while not being too large to
result in a model too complex for synthesis. Alternatively, it may be possible to apply our
approach to more easily computed under- or over-approximations of the plant while main-
taining soundness for a reduced class of hyperproperties. Indeed, this is the case for under-
approximations and existential hyperproperties. Formally, given a base plant Py, the set of
plants under-approximated by Py is:

7/}730,under = {7) | eXt(P07 Ecxt) C eXt(P7 Ecxt)},

where C indicates a subplant relation (i.e., the left side plant is defined by a subset of states
and transitions of the right side plant). It is readily shown that a controller synthesized

1 £ { ,
2 var 1 = h q [
3 return 1;
4 } 40 e ,

(b) The plant extended with (c) The plant extended with
(a) The function and corre- negation, i.e., changing line suppressed assignments,
sponding plant. 2tovar 1 = 'h. i.e., suppressing line 2.

Fig.9 A Javascript function, the corresponding plant, and two possible extended plants. Dotted edges de-
note controllable transitions added in the extension while dashed edges denote uncontrollable transitions
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for ext(Py, Cext) and applied to plants in ©p, under is sound for existential hyperproper-
ties. However, the dual of this statement is not valid for over-approximations and universal
hyperproperties. Formally, given a base plant Py, the set of plants over-approximated by
P() is:

ng,ovcr = {P | eXt(Po, Ecxt) | eXt(P7 Ecxt)} .

A controller synthesized for ext(Py, Cext) may result in deadlocks when applied to a plant
P € Yp, over. For example, consider enforcement for the function and plant P in Fig. 9a
that allows the enforcer to suppress line 2. This enforcement strategy defines an extension
that adds only one transition: from a state with h = 1 and £ = 0 (¢} in Fig. 9¢), to the state
that does not change these values (¢4 in Fig. 9¢). Now consider that as a base plant for our
approach (i.e., Py), we are given the plant in Fig. 9b. Note that the above extension does
not add new transitions to Fig. 9b, and the plant in Fig. 9c is over-approximated by it. If
we apply controller synthesis to enforce noninterference to ext(Py, text) (i-e., plant in Fig.
9b), one possible solution is to disable transitions to states with ¢ = 0 in the final step (i.e.,
removing transitions (g1, ¢3) and (¢2, ¢5)). However, applying this controller to the plant in
Fig. 9¢ (i.e., removing transitions (¢}, ¢5) and (g5, g5)) results in a deadlocked state ¢5. In
this example, this means that the program is terminated before the return statement. Hence
the synthesized controller is not a valid controller for the plant in Fig. 9c. We remark that
this stems from the requirement of liveness (i.e. avoiding deadlocks) being an existential
property which cannot be enforced using an over-approximation.

5 QBF encoding

While the controller synthesis problem for hyperproperties has Nonelementary complexity
in general, for plants given by directed acyclic graphs the complexity is PSPACE-complete
[16] (the optimization objective in our problem does not change this complexity, since opti-
mization itself is a hyperproperty). Solutions to the minimal controller synthesis problem
can then be extracted from certificates for QBF satisfaction and be used in the implementa-
tion of enforcers.

5.1 Encoding inputs and outputs

Given a plant P = (5, 8, c,u, L), a controller P’ is uniquely determined by the choices of
controllable transitions ¢’ C ¢. Thus, we define a set of Boolean variables v., , for every
(s,5') € ¢, which the value of v o indicates if (s, s') € ¢’.

While the values of these controller variables serve as the output of synthesis, the user
must provide QBFs describing the plant P and NFH A as inputs. These formulas are defined
with respect to a fixed encoding of the states, defined as v,, of P and A in a logarithmic
number of bits. The plant is described by two formulas: Ip(v;) satisfied when v, encodes
the initial state, and Ap (v, vs,vs’) satisfied when the transition from v to v’ is present
in the controller encoded by v.. For example, if [s]s denotes the encoding of state s such a
Ap is depicted in Table 3. Additionally, for simplicity we will assume that the encoding of
a state s is given by the values of its label L(s). Likewise the hyperautomaton is described
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by three formulas: I (v,) and Fj (v,) satisfied when v, encodes an initial or accepting state,
respectively, and Ay (vg, vel, - ug™, v,") satisfied when there is a transition from v, to
v, labeled by the tuple encoded by (vs!, - -+ vs").

5.2 Feasibility

We now construct a QBF spec which is satisfied by feasible solutions (i.e., no deadlocks and
acceptance by the NFH) to the controller synthesis problem:

spec(v.) = ~deadlock(v.) A accept(v,). (1)

Recall that a deadlocked state s is one that is not terminal in the plant, i.e., s ¢ Term(P), but
has no outgoing transition in the controller 7’. That is,

deadlock(v.) = \/ /\ Tt -
seS\Term(P) s'e S (2)
sit.(s,s') €c

Next, we define accept. This requirement can be expressed directly with a QBF with paths
encoded as sequences v of state variables of length d, the length of maximal paths in P if it
is acyclic, or the value from Lemma 1 in general. To restrict quantification to only paths of
the controller, we use the formula reachp (v, vs) in Table 3 which is satisfied by sequences
v which are paths of the controller encoded by v.. As in [23, 30], this formula takes advan-
tage of quantification to avoid unrolling transitions like:

Ip(vs1) N Ap(vs1,Vs2) AN Ap(Vso,vs3) -+ A3)

Likewise, we express acceptance of a path of the NFH with formula reachy in Table 3.
In detail, reachs (vs', -+ ,vs™, v,) is satisfied when v, encodes an accepting sequence
of states of the underlying NFA A over the zip of the labels by the paths encoded by
vgl, -+, v,". Finally, recall that the word formed v,', - - - ,vs" by these labels is accepted
if there exists some accepting path v,. Together, these formulas allow us to express that the

traces of a controller encoded by v, satisfy condition (2.1) iff it satisfies:

Table 3 Formulas for the QBF encoding of the controller synthesis problem

Ap(ve,vs,vs") = (\/s,s/eu [sls =vs A [s']s = Us/) v

(\/s,s/Ec [[S]]S = Us A IISI]]S :USI A st,s’)

reachp (ve,vs) = Ip(vsg) AVzs,zs'.

d
(\/ Zs = Vs; N Zsl:'UsH—l) — AP(vuzs,zs/)

i=1

reachy (vst, -, 0™, vq) =1Ip(vqy) A Fp(vgy) A Vzel, v 25", 24, 24 -

d _ r_ n i — . d 1 n ot
(\/i:lzq—vqi N 2z =wvgqi g A /\j:le] —’lJSi) — Aa(zq,zst, -+ 2s™, 24")
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accept(v,) =Qiv.. reachp (v, vl)o; ...

Qnvg'. reachp (v, vy') op Jvg. reachy (vl, - vl Vq),

where o; = A if Q; = 3, and o, = — if Q; = V for all ¢ < n in the sequence of quantifiers
in the input NFH. So in total the variables v, encode a feasible solution to the controller
synthesis problem if they satisfy spec.

5.3 Minimality

We first express the comparison of the costs of two controllers encoded by v, and v,

> Wevee <Y W(eJver.. “)

ecc ecc

Such binary linear inequalities and related cardinality constraints can be encoded into a
Boolean formula in a variety of ways [60]. Thus, we use the totalizer encoding [10] to cre-
ate a unary representation of each sum as a sequence of variables. The comparison of the
unary representations is straightforward and we construct the QBF less cost(v,, v.") which
is satisfied when the cost of the controller encoded by v, is no more than that encoded by
v.’. Then given the QBF spec encoding feasibility, the controller encoded by v, is a solution
to the minimal controller synthesis if it satisfies:

minspec(v,) = Vv.'. spec(v.) A spec(v.’) — lesscost(v.,v.’). ®)

While existing QBF solvers check the truth of formulas without free variables, they can also
return a certificate consisting of a satisfying variable assignment to the outermost quantifier
if it is existential similar to SAT. As such, we check the truth of the QBF Jv,. minspec(v)
from which the controller can be extracted from the certificate for v, as follows. Since v,
are variables that encode the controllable transitions (i.e., controllers actions), so the cer-
tificate for v. indicates how the program should proceed at run time from the current state,
which gives us the controller. We can further use this controller information to build the
enforcer by monitoring-and-enforce the runtime value of the program (e.g., to conduct the
suppressing action or not) accordingly.

6 Case studies and experimental evaluation

We have implemented our algorithm into a proof-of-concept tool>. Our QBF translation
to solve weighted controller synthesis (implemented in Python) generates QCIR formulas
and is integrated with the QBF solver QuAbS [58]. The output is a plant, i.e., a transi-
tion system describing the controller for enforcement. The detailed proof of soundness of
our tool-chain is presented in Section 4.3. We now introduce two applications and their
empirical evaluations: (1) JavaScript runtime security enforcement, and (2) privacy enforce-
ment for obfuscation-aware eavesdroppers. Our security policies range over a diverse set of

3 Available at: https:/github.com/hyperenforce/artifact
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hyperproperties including alternation-free and alternating quantifiers, which are generally
not possible using SME or taint-tracking.

6.1 JavaScript runtime security enforcement

We evaluate our implementation with a rich set of JavaScript programs including some
benchmarks from [55]. Our case study selection criteria primarily focus on choosing appli-
cations with requirements expressed by hyperproperties, particularly those involving quan-
tifier alternations. Additionally, we aim to include a diverse set of cases to demonstrate the
generality of our approach. We use two existing tools to work with JavaScript programs: (1)
ExpoSE [36], a dynamic symbolic execution engine, to explore the state space of the pro-
gram and output its traces; and (2) Jalangi [53], a dynamic analysis framework for JavaS-
cript, to instrument the programs.

We begin by manually extending the target program with user-specified set of control-
lable transitions and extensions for enforcement. In our use cases, we extend the programs
with the possibility to suppress assignments to controllable variables. We then employ
ExpoSE to explore the resulting behaviors and construct the extended plant. Note that the
extended plant generated by ExpoSE is a gray-box representation of the extended program,
since ExpoSE provides an approximation of the program’s behavior. The script to syn-
thesize the enforcer has the extended plant and the NFH (specifying the hyperproperty to
enforce) as input. Specifying the NFH is a manual step; however, one could define the target
hyperproperties as HyperLTL and use standard translations of LTL to NFA to generate the
NFH. If the script finds an enforcer, the respective controller is outputted. Finally, we trans-
late the output controller into a Jalangi analysis class to enforce the input hyperproperty. As
ExpoSE is built on top of Jalangi, the translation from the output controller to a Jalangi class
is seamless. We now introduce the policies for the investigated cases:

Information-flow Security. Confidentiality policies forbid the flow of secret sources
(high confidentiality - hc) to public sinks (low confidentiality - Ic); while integrity states
that no information from untrusted sources (low integrity - /7) should flow to a trusted sink
(high integrity - hz). In addition to the confidentiality and integrity examples described in
earlier sections, we adapted a use-case of social media fingerprinting, as reported in [35].
In this attack, an attacker can bypass Same Origin Policy (SOP) restrictions and obtain
a list of the social networks a user is logged in by observing how different images are
loaded. To enforce no leakage of login information, we require that for all pair of execu-
tions (denoted 7 and 7’), as soon as the image source refers to the same social network (i.e.,
social, <+ social,/), the webpage observable behavior for these images should be the same
(i.e., imgload, <+ imgload,/).

Declassification. In practice, we may need to relax non-interference, which does not
allow revealing anything about a secret, to declassification [48], revealing only specific
pieces of sensitive information (e.g., the last four digits of credit card number). We for-
mulate this requirement with the NFH Ap_ in Tab. 4 requiring for any two executions
with the same low confidentiality inputs (In'®) and declassified information (Decl), the low
confidentiality outputs (Out'®) should agree as well. All declassification policies in our use
cases are examples of delimited release [48, 52], but one can also express other types of
declassification such as robust declassification [59] and gradual release [4] using an NFH.
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Conditional declassification. We also investigate conditional declassification, revealing
declassified information only when certain conditions are fulfilled. We combine it with non-
inference to specify conditional partial declassification by identifying a subset of trusted
executions that describe what information can be released. For example, in a GPS applica-
tion, which reveals the user location only after the cookies are confirmed (i.e., GPS tracking
is enabled). Revealing location should, however, be partial (i.e., coordinates are round up)
to protect the user’s privacy. Then, the cookie being enabled is the condition for declassi-
fication and the allowed coordinates can be described by a set of trusted executions. As in
Tab. 4, we depict an NFH A p; specifying conditional partial declassification.

Code injection. Code injection attacks affect the integrity of a web page and are widely
considered as an important aspect of JavaScript security [17, 31, 55]. The enforcement goal
here is to prevent untrusted data from flowing into a trusted sink [55]. The automaton in Fig.
3 and case #8 in Tab. 4, are instances of this policy.

Deniability. Deniability [12, 50] is a confidentiality policy that that has recently gained
interest. Unlike non-inference which requires that observations do not reveal if a trace was
secret, deniability limits the information that observations reveal about the value of a secret.
Formally, this requires for every such observation, there exists a number of traces (in our
example, we require two distinct traces) producing the same observation, each possessing
a different secret value.

6.2 Enforcing privacy for obfuscation-aware eavesdroppers

Many cyber-physical systems rely on communication of sensitive information for control
and monitoring. In many cases, the enforcement of privacy from passive eavesdroppers is
critical. For example, users of location-based services (LBS) for navigation may desire to
hide their exact location from the service. Privacy has been studied in the area of discrete-
event systems (DES) using the information flow-property of opacity which is similar to
non-inference. There, one proposed mechanism for enforcement over automata models is
supervisory control, where behaviors that reveal sensitive information are restricted [57].
However, for many systems it is infeasible to impose such restrictions, e.g., restricting the
movement of LBS users. In this case, obfuscation of communications [62] has been pro-
posed to enforce privacy by editing the output stream of the system in a way that is undetect-
able by eavesdroppers: the obfuscated outputs must mimic the original system.

However when using obfuscation, we must maintain u#ilizy ensuring that sensitive infor-
mation is available to the intended users of the system. To this end, [61] proposed the use
of an inference function designed alongside the obfuscator using distributed synthesis for
LTL properties [26]. The inference function acts as a key, as in cryptography, that is shared
only with intended users at initialization which enable them to interpret obfuscated outputs.
However, this approach only guarantees privacy under the assumption that eavesdroppers
are unaware of the goals of the obfuscation. This is in conflict with the typical requirement
that security should be maintained when everything about the system is known, except the
key. To address this, we consider a set of obfuscators and inference functions acting as key
pairs as depicted in Fig. 10. In this case, privacy from obfuscation-aware eavesdroppers and
the distributed structure obfuscator and inference function can be formulated as hyperprop-
erties. In this way, privacy enforcement with obfuscation can be formulated as an instance
of the enforcement problem considered in this work.
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As an example, we consider the enforcement of location privacy for a user on the map
depicted in Fig. 11 as they move from the start location to the end location in three discrete
steps. For navigational purposes they must report their approximate location to LBS, but
wish to hide or cloak visits to secret locations such as a hospital or bank, depicted on the
map as Secret. At the same time, they want to make this secret information available to
another trusted service, for example sharing their location with friends, using the LBS as a
proxy. To this end we consider obfuscation with replacement functions, reporting an altered
location each step, while securely providing the trusted service an inference function to
recover visits to the secret location. Critically, the obfuscated locations must correspond
to a feasible path over the map. To formulate this as a white-box enforcement problem, we
construct a plant over propositions encompassing user locations loc, the secret sec € loc,
key selection key, and obfuscated locations obf. The obfuscator must react to the user move-
ment, modeled in the plant by alternation between uncontrollable user movement and con-
trollable obfuscation outputs. This input plant simply reports true user locations, while the
extension adds obfuscated outputs consistent with the map.

Over this plant, we consider hyperproperties for enforcement modeled by the NFH. Opac-
ity/privacy is modeled by the NFH A i, (depicted in Fig. 12, (up)). Next, the requirement
that the obfuscator outputs depend only on the observed user locations and key is modeled
by the NFH Ajgcukey—obt. Likewise the requirement that the secret can be inferred from
the obfuscator outputs can be expressed by the NFH Ap,fukey— {sec}- Acceptance of the
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Fig. 12 NFH for opacity/privacy requirement A,y (up) and variable dependence A7, o (down)
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controller by these NFHs guarantees for each key, we can extract a corresponding replace-
ment function and inference function (both can be depicted as A;_, o in Fig. 12, (down)).

6.3 Evaluation and analysis

All cases studies shown in Table 4 are run on a MacBook Pro with Apple M1 Max chip and
64 GB of memory. The table summarizes the results of enforcing different hyperproperties
on a set of JavaScript code from [7, 55].

We run each case 1 million times to ensure robustness of measurement using Jalangi and
calculate the overhead in the last column. The input JavaScript code is originally exposed
to an attack (i.e., does not satisfy the given property) and our goal is to build enforcers for
each program to satisfy the target property. We were able to successfully build enforcers for
a variety of hyperproperties, including the ones that are not 2-safety. Our implementation is
also efficient when synthesizing an enforcer for non-trivial programs and complex hyperau-
tomata (synthesis time within at most a few minutes). Note that the size of controllers (i.e.,
numbers of vertices and edges) are small because we only consider the controllable parts in
a program and do not do line-by-line tracking.

To measure the runtime overhead after applying our synthesized enforcer to the original
program, we use a simple driver script to execute each program both with and without
enforcers, using randomly generated inputs. The overhead of our benchmarks ranges from
3.5% to 28.64%, depending on the ratios of the original program versus the parts that we
actually enforce. For example, in the login program, every assignment of baseUrl needs
to always be monitored, hence, a higher overhead. However, in cases such as the printer
program, many operations and variable updates are not affecting the given property, that
is, the enforcer is triggered less often, hence; a lower overhead. Our experiments do not
show obvious differences on overheads between violating and satisfying runs. The reason
is that our implementation in Jalangi only evaluates monitorable parts when a controllable
variables is about to update. In other words, for both violating or satisfying runs, the same
evaluation are done similarly.

We are able to synthesize enforcers for all our benchmarks. Unfortunately, we were
unsuccessful in replicating implementations of SME and Faceted SME for comparison and
contrast, but we believe the overhead incurred by our approach is well below SME since it
has to run multiple copies of the same program. We also synthesized a solution for obfus-
cation of the LBS system over the map depicted in Fig. 11. The constructed plant used as
input contained 39 vertices and 54 transitions. Our solver for controller synthesis was able
to find a feasible controller in 16 seconds, representing two obfuscator and inference func-
tion pairs (one for each key) enforcing privacy and utility. Our empirical evaluation covers
both gray-box (JavaScript cases), and white-box (obfuscation cases) enforcement. That is,
we are able to synthesize effective enforcers with either partial or full knowledge about the
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programs. Our selected benchmarks in this paper serve as instances for our proof-of-concept
implementation.

7 Related work

In this section, we present the related work on the enforcement of security properties. To
better compare with existing enforcing techniques from different research fields, we distin-
guish between language-based approaches (taking advantage of programming language
features and working at the application level), and logic-based approach (focusing on gen-
eral solutions independent of the system to be enforced).

Security Automata Schneider [51] was first to explore enforceability of security poli-
cies by studying the class of execution monitoring (EM) enforcers and defining security
automata as an EM. EMs are enforcement mechanisms that monitor a system and terminate
the current execution when a violation of the policy is detected. Ligatti et al. introduced edit
automata [34], which extends security automata with the ability to change executions that
are not compliant with the policy they enforce (instead of just terminating them). Martinell
and Matteucci [37] propose a synthesis technique for EM from a p-calculus specification.
As proved in [2], there are hyperproperties that cannot be expressed by p-calculus. A survey
on enforceable security policies can be found in [32], while [25] presents a classification of
properties that can be enforced at runtime.

Language-based Type systems can enforce non-interference properties at compile time
by enforcing a stronger safety property to rule out potentially dangerous programs [47].
Dynamic monitoring approaches typically do not need a programmer to add types to the
source code, which place less burden on the developers, and usually allow more safe pro-
grams to execute [5, 8, 21, 28, 49, 56]. These two approaches can be combined into a hybrid
solution where the runtime monitor works together with static analysis [6, 27, 29, 41, 46,
54]. Both static and dynamic approaches for information-flow control mentioned before
suffer from high numbers of false alarms on real-world programs.

In secure multiple execution (SME) [22, 65] and multi-facets (MF) [7, 42], a program
is executed multiple times with a changed semantics to enforce non-interference and the
output of the program is secure without changing programs that were correct to start with.
SME defines black-box enforcers and inherently incurs high runtime overhead [1], which
our approach does not. MF defines white-box enforcers: it uses the source code of program
to enforce non-interference, but it lacks the generality of our approach.

Language-based enforcement mechanisms are typically tailored for their target security
condition. By employing hyperproperties, our approach develops a uniform framework for
enforcing a variety of confidentiality and integrity policies. Finally, our notion of black-box
RE is stricter than SME. For example, while SME does not have access to the code of a
program (black-box in the language-based view), it does influence the program runs, par-
ticularly how the different security run contexts are scheduled and interact. In the black-box
definition we introduce here, we require enforcers to be transferable, i.e., they need to be
sound and precise for all systems in all contexts, regardless of the programming language.
Additionally, many hyperproperties cannot be addressed by language-based approaches
because they require reasoning about relationships across an unbounded number of execu-
tions. For instance, enforcing opacity requirements, typically expressed as a V3 hyperprop-
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erty, requires comparing each observed execution against all possible system behaviors
simultaneously. Since the set of possible behaviors is often infinite, this comparison goes
beyond the capabilities of standard trace-language frameworks.

Logic-based While there is extensive work on logic-based enforcement of standard
safety properties [8, 24, 25, 33, 45, 63], To the best of our knowledge, [20] is the only on
enforcement of hyperproperties. However, [20]. It is restricted to: (1) black-box systems,
which as we showed earlier cannot always ensure precision; (2) the universal fragment of
HyperLTL [20], and (3) the following classes of input systems: parallel, with a finite number
of traces progressing synchronously; and sequential with terminated history where only one
execution progresses and all executions observed before are terminated.

Gray-box enforcement Lower and upper bounds for the class of policies that are enforce-
able by black-box mechanisms are studied in [43]. They show that any policy that is black-
box enforceable must be hypersafety. With a gray-box approach, we are able to enforce
policies outside of the hypersafety class. In [11], Ligatti et al. study security automata in
non-uniform runtime contexts. A non-uniform context is a restriction on the set of possible
executions an edit automaton may encounter while running.

8 Conclusion and future work

In this paper, we focused on RE of hyperproperties, expressed by nondeterministic finite-
word hyperautomata (NFH), as a means to ensure the continued satisfaction of information-
flow security properties. Since our approach is logic-based, it is transferable and general,
and exhibits low-overhead at run time. We characterized different types of runtime enforc-
ers, namely, black-, gray-, and white-box for hyperproperties, where the enforcement moni-
tor has null, some, or complete information about the implementation of the system under
scrutiny. Our approach is based on a sound and precise reduction of the enforcement prob-
lem to controller synthesis and subsequently to QBF solving. We demonstrated the power,
low-overhead, and generality of our technique by conducting case studies on enforcing
information-flow control such as non-interference and declassification on JavaScript code
as well as privacy enforcement for communication using obfuscation.

As for future work, the first important step is to extend our work to automata extended
with expressions over satisfiability modulo theories (SMT) to cover more programs with
infinite behavior. Another important extension is to concurrent programs that make no
assumption about the behavior of the scheduler. Generating runtime probabilistic enforcers
is also intriguing in the context of designing safety nets for Al-enabled systems.

9 Supplementary information

The implementation of this paper (as a proof-of-concept tool), including code w.r.t. model
translation using ExpoSE, QBF encoding use home-grown python code, and sources of
all cases presented in Tab. 4, are public available on GitHub* as a preliminary artifact for
enforcing hyperproperties.

4 Available at: https://github.com/hyperenforce/artifact
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