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ABSTRACT

The origin of the rest-optical emission of compact, red, high-redshift sources known as little red dots (LRDs) poses a major puzzle. If
interpreted as starlight, it would imply that LRDs constitute the densest stellar systems in the Universe. However, alternative models
suggest active galactic nuclei (AGN) may instead power the rest-optical continuum. Here, we present JWST/NIRSpec, NIRCam,
and MIRI observations from the RUBIES and PRIMER programs of The Cliff: a bright LRD at z = 3.55 with an exceptional
Balmer break, twice as strong as that of any high-redshift source previously observed. The spectra also reveal broad hydrogen (He
FWHM ~ 1500kms™!) and HeT emission, but no significant metal lines. We demonstrate that massive evolved stellar populations
cannot explain the observed spectrum, even when considering unusually steep and strong dust attenuation or reasonable variations in
the initial mass function. Moreover, the formally best-fit stellar mass and compact size (M, ~ 10'%3 Mg, r, ~ 40pc) would imply
densities at which near-monthly stellar collisions might lead to significant X-ray emission. We argue that the Balmer break, emission
lines, and Her absorption line are instead most plausibly explained by a black hole star (BH*) scenario, in which dense gas surrounds
a powerful ionising source. In contrast to recently proposed BH* models of dust-reddened AGN, we show that spectral fits in the
rest UV to near-infrared favour an intrinsically redder continuum over strong dust reddening. This may point to a super-Eddington
accreting massive black hole or, possibly, the presence of (super)massive stars in a nuclear star cluster. The Cliff is the clearest
evidence to date that at least some LRDs are not ultra-dense massive galaxies, and are instead powered by a central ionising source
embedded in dense, absorbing gas.
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1. Introduction

Among the most debated discoveries accomplished with the
James Webb Space Telescope (JWST) are the high-redshift
compact red sources referred to as little red dots (LRDs).
Although originally coined as a term for sources that were
solely selected on their broad symmetric Ha lines, they turned
out to also be ubiquitously red and compact (Matthee et al.
2024), leading to a variety of definitions that are currently in
use in the literature. Typically, photometric selections of LRDs
require that sources are (1) compact in the rest-optical and (2)
have v-shaped rest UV-to-optical spectral energy distributions
(SEDs) or simply extremely red rest-frame optical colours (e.g.
Labbe et al. 2025; Kocevski et al. 2025; Kokorev et al. 2024;
Akins et al. 2024). Follow-up spectroscopy has revealed lumi-
nous and broad Balmer emission lines in a large fraction of
these systems, as well as blue rest-UV and red rest-optical
continua (Greene et al. 2024; Kocevski et al. 2025; Setton et al.
2024; Wang et al. 2024a; Hviding et al. 2025). The primary sub-
ject of debate now is whether these broad emission lines and v-
shaped continua are powered by accreting massive black holes,
likely constituting a new class of active galactic nuclei (AGN),
or whether the SED properties can instead be attributed to mas-
sive stellar populations (e.g. Labbé et al. 2023; Greene et al.
2024; Wang et al. 2024a; Baggen et al. 2024; Guia et al. 2024;
Meérida et al. 2025).

Determining whether the SEDs of LRDs are dominated by
stars or AGN is a major challenge, even with high-quality rest-
optical spectroscopy and photometry ranging from X-ray to
radio wavelengths. Although broad (FWHM 2 1000kms™!)
symmetric Balmer emission lines in combination with nar-
row forbidden lines are normally a key signature of broad-
line AGN, LRDs lack other typical characteristics of AGN.
Notably, LRDs show extremely weak, if any, X-ray emis-
sion (e.g. Ananna et al. 2024; Maiolino et al. 2024; Yue et al.
2024). Observations with JWST/MIRI have also revealed sur-
prisingly blue colours in the rest-frame near- and mid-infrared
(Wang et al. 2025; Williams et al. 2024; Pérez-Gonzalez et al.
2024; Setton et al. 2025), which implies a lack of hot dust emis-
sion from AGN tori. Moreover, while some LRDs do show AGN
signatures at rest-UV wavelengths in the form of strong emission
lines (Labbe et al. 2024; Akins et al. 2025a), the UV emission of
many others can be well modelled by a star-forming galaxy (e.g.
Maiolino et al. 2024; Killi et al. 2024; Barro et al. 2024a).

The origin of the rest-optical continuum emission is per-
haps the most contentious. If dominated by the emission from
a strongly dust-attenuated AGN, the implied host galaxy mass
is low, resulting in a black hole-to-host mass ratio that lies far
above the well-established scaling relations in the local Uni-
verse (e.g. Maiolino et al. 2024; Pacucci et al. 2023; Furtak et al.
2024), although this may in part be driven by uncertainties in
the black hole and galaxy masses as well as selection effects
(e.g. Li et al. 2025; Lupi et al. 2024; Wang et al. 2024a). If con-
firmed, such a large population of overmassive black holes may
have important implications for the seed masses and growth
mechanisms of early black holes (e.g. Kokorev et al. 2023;
Bogdan et al. 2024; Goulding et al. 2023), and would be in
tension with current cosmological hydrodynamical simulations
(e.g. Habouzit 2025; Matthee et al. 2025). Intriguingly, how-
ever, the transition in the v-shaped SEDs from blue to red has
been shown to occur at the Balmer limit for ~50% of LRDs
(Setton et al. 2024), and some LRDs show Balmer breaks that
are as strong as those observed in high-redshift post-starburst
galaxies (e.g. Labbe et al. 2024; Wang et al. 2024a; Ma et al.
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2025). At face value, it therefore appears reasonable to interpret
the rest-optical as being dominated by emission from an evolved
stellar population in a host galaxy instead of by an AGN.

However, such a stellar mass-dominated interpretation leads
to great tension with galaxy formation models. The stellar
masses of LRDs obtained from SED fitting are typically high
(M. ~ 10'M,, under the assumption of a Milky Way-like ini-
tial mass function; e.g. Akins et al. 2024), with some galaxies
being as massive as M, ~ 10'' My by z ~ 7-8 (Labbé et al.
2023; Wang et al. 2024a). Coupled with the relatively high num-
ber densities of LRDs (e.g. Kokorev et al. 2024, and thus modest
implied halo masses, e.g. Pizzati et al. 2025), this would imply
very high conversion rates from available baryons in haloes
into stellar mass. The most luminous LRDs are estimated to
be so massive that the extreme galaxy formation efficiencies
required for their formation are difficult to accommodate within
the ACDM model (Boylan-Kolchin 2023). Moreover, because of
the very compact morphologies of LRDs, the high masses also
imply exceptionally high stellar mass densities that exceed the
maximum expected stellar densities from observations of dense
star clusters and star formation models (Baggen etal. 2023,
2024; Guia et al. 2024; Labbe et al. 2024; Ma et al. 2025).

To bridge the predominantly AGN or predominantly stel-
lar scenarios, SED modelling efforts have therefore focused
on multi-component fitting of photometric (e.g. Barro et al.
2024a; Pérez-Gonzélez et al. 2024; Juodzbalis et al. 2024,
Leung et al. 2024) and spectrophotometric data (Harikane et al.
2023a; Labbe et al. 2024; Ma et al. 2025; Maiolino et al. 2024;
Wang et al. 2025, 2024a). Generally, including a dust-reddened
AGN component lowers the inferred stellar mass and stellar
mass density (by up to ~2 dex), reducing some of the aforemen-
tioned tension with galaxy formation models. However, several
of these SED models, especially when fitting spectra, require an
uncomfortable level of tuning; for example, strong AGN emis-
sion must consistently arise just redward of the Balmer break,
and an unusually steep dust extinction law is needed to match
the spectral shape (Wang et al. 2024a; Ma et al. 2025).

Most recently, the interpretation that the observed Balmer
break must originate from stellar emission has been called into
question (Inayoshi & Maiolino 2025; Jietal. 2025). Instead,
these studies suggest that extremely dense gas in the close vicin-
ity of an AGN can resemble the conditions of (~10*K) stellar
atmospheres, and hence result in spectra that mimic the SEDs
of high-redshift quiescent galaxies (although the AGN models
of Jiet al. 2025 require substantially greater dust attenuation).
This is further motivated by the discovery of strong absorp-
tion features in the Balmer and He I emission lines, which point
to the presence of absorbing dense gas clouds (Matthee et al.
2024; Wang et al. 2025; JuodZbalis et al. 2024; D’Eugenio et al.
2025). Moreover, such an AGN-dominated scenario would also
be in line with recent clustering measurements that indepen-
dently suggest low host galaxy masses in a sample of fainter
LRDs (Matthee et al. 2025).

Critically, however, to date it has been difficult to robustly
differentiate between these various models, especially for the
brightest LRDs with strong Balmer breaks. That is, models
in which a massive galaxy dominates the SED often fit the
rest-frame UV to near-IR spectrophotometric data equally well
as multi-component galaxy + AGN models or the newly pro-
posed non-stellar Balmer break model. Arguments against or
in favour of specific models have therefore relied on other
evidence, such as the X-ray non-detections, emission line
kinematics, morphology, or the degree of model fine-tuning
required.
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In particular, conclusively ruling out the presence of a mas-
sive, ultra-dense stellar population dominating the rest-optical
has been surprisingly difficult. Although this scenario requires
invoking high star formation efficiencies, its simplicity is appeal-
ing. The SED, including the lack of X-ray emission and hot
dust in the mid-IR, can largely be explained with standard stellar
population models, and the broad emission line kinematics have
been suggested to arise naturally from the very high stellar mass
density (Baggen et al. 2024).

In this paper we present a luminous LRD at zgpee = 3.548
from the Red Unknowns: Bright Infrared Extragalactic Sur-
vey (RUBIES; de Graaff et al. 2025a), named The CIiff, as
JWST/NIRSpec spectroscopy reveals an exceptionally strong
Balmer break. We rigorously assessed the possibility that this
remarkable source is stellar in origin by testing a range of stellar
and AGN models and by exploring its implied stellar dynami-
cal properties. We demonstrate that we can, for the first time,
robustly exclude a high stellar mass and high stellar density ori-
gin for a LRD with a strong Balmer break. The photometric
and spectroscopic data are described in Section 2, and the mea-
surements of the emission line and the morphological proper-
ties are presented in Sections 3 and 4, respectively. We present
our stellar population modelling in Section 5, and explore the
consequences of these models on the dust properties and galaxy
dynamical properties in Sections 6.1 and 6.2. We also assess pos-
sible variations in the stellar initial mass function in Section 6.3.
Finally, we propose in Section 6.4 that the preferred model for
this source is likely that of an accreting massive black hole
embedded in high-density gas, and then discuss the intrinsic
spectrum of the ionising source. Our observations and findings
are summarised in Section 7. Where relevant, we adopt the
best-fit cosmological parameters from the WMAP 9 yr results:
Hy = 69.32kms™! Mpc_l, Qn = 0.2865, and Q, = 0.7135
(Hinshaw et al. 2013).

2. Data
2.1. Imaging

The primary object of this paper lies in the UDS field
(RA 02:17:38.58; Dec —05:07:46.79), and was selected (see
Section 2.2) from public JWST/NIRCam and MIRI imag-
ing obtained as part of the PRIMER Survey (GO-1837, PI:
Dunlop). The PRIMER imaging covers 8 NIRCam filters
(FO90W, F115W, F150W, F200W, F277W, F356W, F410M,
F444W; see e.g. Donnan et al. 2024 for details) as well as 2
MIRI filters (F770W, F1800W).

We use the publicly available image mosaics from the
Dawn JWST Archive (DJA, version 7.2), which were reduced
with the grizli software (Brammer 2023) as described in
Valentino et al. (2023). These mosaics have a pixel scale of
0.04""; for the purposes of morphological analysis in Section 4,
we also use a custom image mosaic for the F200W filter with a
better pixel sampling of 0.02” (as was also used in Weibel et al.
2025).

The inset of Figure 1 shows a colour image from the F115W,
F277W, and F444W filters, revealing a compact red source (our
target) as well as a blue neighbouring source. We obtain a pho-
tometric redshift zpno, = 2.78*0:47 of this neighbour from the cat-
alogue of Weibel et al. (2024), substantially lower than the red-
shift of The CIiff. Although it is not physically associated, we do
find that the circular aperture photometry at short wavelengths is
contaminated by the foreground source, because the foreground
source has a very blue colour and the photometry was measured

from mosaics that were matched to the coarser spatial resolution
of the F444W filter.

We therefore perform simultaneous Sérsic profile fitting with
pysersic (Pasha & Miller 2023) in order to obtain deblended
fluxes. Each source is modelled as a single Sérsic profile, and
convolved with the empirical point spread functions (PSFs) of
Weibel et al. (2024). We fit the available NIRCam filters using
uniform priors for all parameters, restricting the Sérsic index
to the range [0.65,4] and the effective radius (major axis) to
[0.5,100] pix, and using the No U-turn sampler of numpyro
to sample the posterior distributions (Hoffman & Gelman 2014;
Phan et al. 2019). The NIRCam images, maximum a poste-
riori (MAP) models, and residual images can be found in
Appendix A. As described in Appendix A, we find that the Sérsic
profile model of The Cliff strongly dominates the flux at the posi-
tion of the NIRSpec microshutter. In other words, contamination
from the nearby neighbour does not significantly contribute to
the observed NIRSpec spectrum or affect any of the conclusions
in this work.

The MIRI images are shallower and we therefore only fit for
the flux, informed by the fit in the NIRCam/F200W filter and
using the empirical MIRI PSF models of Libralato et al. (2024).
We model the foreground source as a single Sérsic profile, and
set truncated (at +307) Gaussian priors for the model parameters
based on the posteriors of the F200W fit. Because the posterior
of the effective radius of The CIiff is at the border of the prior
(Temaj = 0.5pix), we fit a simpler point source model instead
of a Sérsic model for the MIRI filters (with a prior on the posi-
tion from the F200W posteriors). The pixel scale of the MIRI
image mosaics (0.04”) is substantially smaller than the pixel
scale of the MIRI instrument (0.11””), and the pixels are there-
fore highly correlated. This correlated noise is not accounted for
by pysersic, which only uses the variance image. To estimate
uncertainties on the derived fluxes, we therefore perform point
source photometry with pysersic in random empty areas in
the vicinity of The Cliff, masking bright sources. We take the
standard deviation of these random measurements as the uncer-
tainty on the point source flux, which is approximately two times
higher than the formal uncertainties of pysersic. A table with
all NIRCam and MIRI fluxes, as well as the images, morpholog-
ical models and residual images, are provided in Appendix A.

2.2. Spectroscopy

Observations with the JWST/NIRSpec microshutter array
(MSA) were obtained in July 2024 as part of RUBIES (GO-
4233; PlIs: de Graaff & Brammer). The Cliff (RUBIES-UDS-
154183) was selected with high priority for its very red colour
(F150W-F444W = 3.9) and promoted to the highest Priority
Class 0 because of its extremely compact morphology and strong
photometric Balmer break.

The details of the RUBIES priority classes and observing
strategy can be found in de Graaff et al. (2025a). Briefly, we
observe with both the low-resolution PRISM/Clear (0.6—5.3 wm)
and medium-resolution G395M/F290LP (2.9-5.2um) dis-
perser/filter combinations, using a 3-point nodding pattern and
total exposure time of 48 min per disperser. The data were
reduced with the msaexp software and correspond to version 3 of
the DJA, as described in Heintz et al. (2025) and de Graaff et al.
(2025a). Notably, this version provides two types of background
subtraction for the PRISM spectra: a local subtraction from the
image differences between the nodded exposures, and a global
background subtraction obtained from empty sky shutters in
the mask. For consistency, because only the local background
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Fig. 1. NIRSpec/PRISM spectrum of The Cliff (RUBIES-UDS-154183) at zg,ec = 3.548. The orange points show NIRCam and MIRI photometry
spanning an observed wavelength range of 0.9—18 um; the inset colour image was constructed using the NIRCam F115W, F277W and F444W
filters and shows the location of the NIRSpec microshutters. The coloured lines are the NIRSpec/PRISM spectra (rescaled using the median flux at
rest-frame [3200—3700] A) of four sources with strong Balmer breaks: two of the most luminous LRDs in the literature (zgpe. ~ 3—5; Labbe et al.
2024; Wang et al. 2025) and their MIRI detections (Setton et al. 2025), the triple-imaged LRD at z,.. = 7.04 of Furtak et al. (2024), and a massive
post-starburst galaxy at zgee = 4.62 (a medium-resolution NIRSpec spectrum of which was presented by Carnall et al. 2024). The dotted lines
indicate the locations of strong emission line features in the different spectra as well as the Balmer limit. The Cliff shows an exceptionally strong
Balmer break, a declining SED in the rest near-infrared (~1-4 um), strong H and HeI emission lines, but (in comparison to the two luminous

LRDs) very weak metal lines.

subtraction is available for the G395M spectra, we use the local
background subtraction for both dispersers throughout (although
we note that in practice this makes no significant difference to
any of the results in this paper).

2.8. X-ray

We obtain public Chandra X-ray data from the X-UDS survey
(Kocevski et al. 2018). The location of The Cliff was observed
with effective exposure times of 573.9ks (<2keV) and 609.2 ks
(2-7keV). Following Wang et al. (2025), we obtain 30~ upper
limits on the X-ray luminosities: Ly < 1.9 x 10* ergs™! (rest
1-4keV), Ly < 3.5 x 10 ergs™" (rest 4.5-9keV), Ly < 6.7 X
10% erg s7! (rest 10-30keV).

3. Spectral properties

The 2D PRISM spectrum of The Cliff and its 1D extraction
are shown in Figure 1. The NIRCam and MIRI fluxes are also
overplotted, and demonstrate that the absolute flux calibration
of the NIRSpec spectrum is in good agreement with the pho-
tometry. We further show the rescaled NIRSpec/PRISM spectra
of four sources at zspec > 3 with very strong Balmer breaks:
A2744-45924 (zgpec = 4.47; Labbe et al. 2024) and RUBIES-
BLAGN-1 (zgpec = 3.10; Wang et al. 2025) are two of the most
luminous LRDs found to date; the triply imaged LRD A2744-
QSOL1 has the strongest Balmer break observed so far at z > 6
(Zspee = 7.04; Furtak et al. 2024); RUBIES-UDS-149494 is a
massive quiescent galaxy at Zgpec = 4.62 (a medium-resolution
spectrum of which was also presented in Carnall et al. 2024
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with ID PRIMER-EXCELS-117560). Comparing to the other
LRDs, The CIiff also shows strong Balmer and Paschen emis-
sion lines, and a blue SED shape in the rest-frame near-infrared
(Setton et al. 2025). Similar to A2744-QSO1, but unlike the
most luminous LRDs, The Cliff does not have strong [O III] 45008
emission or any other strong metal lines (further quantified in
Section 3.2).

3.1. Balmer break

Most strikingly, The Cliff stands out for its extremely strong
Balmer break in comparison to the four literature sources. We
quantify this in Figure 2, where we compile a large sample of
LRDs (Furtak et al. 2024; Labbe et al. 2024; Setton et al. 2024,
Wang et al. 2024a) and massive quiescent galaxies at z > 3
(Barrufet et al. 2025; Carnall et al. 2024; de Graaff et al. 2025b;
Glazebrook et al. 2024; Nanayakkara et al. 2025; Weibel et al.
2025) with public JWST/NIRSpec spectroscopy obtained from
the DJA. To measure the Balmer break strength we integrate
the spectrum in two tophat filters with wavelength ranges
[3620, 3720];\ and [4000,4100]A using pyphot (Fouesneau
2025), and compute the flux density ratio (in f,)'. Error bars
are estimated using 500 random Gaussian draws from the
error spectrum. For reference, we also show the Balmer break

! This definition differs slightly from that by Wang et al. (2025), who
used the same wavelength ranges, but computed the ratio of the median
flux density in f). However, the definition used here more closely
matches the commonly measured Dn4000 index of Balogh et al. (1999),
and also allows for better estimation of the uncertainty.



de Graaff, A., etal.: A&A, 701, A168 (2025)

@ The Cliff (de Graaff+ 2025) ¢ Furtak+ 2024
O MoM-BH*-1 (Naidu+ 2025) % Labbé+ 2024
Roberts-Borsani+ 2024 ® Setton+ 2024
€ massive QGs ¢ Wang+ 2024
rrr ' rrrrr1rrrr+ 1 11t
10 .
S 5l i
(=)l L
C
o 1 @
5 L
~ O ]
©
GJ -
—_
8 L
& * T
g€ | o ¢
© -
(an] 2 _% ’ @ ® ’ -
[ ]
- [ ]
L ... ° Q‘ ®
| [ ]
O 1 1 1 PR 1 1
3 4 5 6 7 8 9
redshift

Fig. 2. Balmer break strength, measured as the ratio of the mean
flux density in the rest-frame wavelength ranges [3620,3720]A
and [4000,4100] A from public JWST/NIRSpec data. Grey squares
show the median values of stacks of star-forming galaxies from
Roberts-Borsani et al. (2024); red markers represent a compilation
of LRDs (Furtak et al. 2024; Labbe et al. 2024; Setton et al. 2024,
Wang et al. 2024a); blue markers show a large sample of massive quies-
cent galaxies (compiled from Barrufet et al. 2025; Carnall et al. 2024;
de Graaff et al. 2025b; Glazebrook et al. 2024; Nanayakkara et al.
2025; Weibel et al. 2025). The recently discovered LRD of Naidu et al.
(2025), MoM-BH*-1, is a higher-redshift analogue of The Cliff and dis-
cussed in Section 6.4.

strengths measured from stacks of star-forming galaxies by
Roberts-Borsani et al. (2024).

The Balmer break of The Cliff (6.9f%§) is 22 times stronger
than that of any high-redshift massive quiescent galaxy (<3.1),
and all high-redshift LRDs with Balmer breaks published to date
(the largest break strength being = 3.56 for A2744-45924 of
Labbe et al. 2024). The only source (MoM-BH*-1; Naidu et al.
2025) that matches the break strength of The Cliff is a LRD that
was discovered at approximately the same time in JWST Cycle
3 program GO-5224 (PIs: Oesch & Naidu), and is discussed in
detail in Section 6.4.

3.2. Emission lines

The spectra reveal a suite of emission lines, primarily Balmer,
Paschen and Hel lines. The G395M spectrum covers the rest-
frame wavelength range of 0.64—1.14 pm (2.9-5.2 um observed;
with the chip gap falling at 4.6—4.8 um), and therefore kinemati-
cally resolves the Ha line as well as various Pa features. Figure 3
shows zoomed in wavelength ranges of the strongest emission
lines of both the PRISM and G395M spectra.

The Ha emission shows a complex, broad and asymmet-
ric profile. We attribute this asymmetry to a redshifted Balmer
absorption line, a feature that has been observed in several other
LRDs and likely originates from absorbing dense gas clouds
along the line of sight (e.g. Matthee et al. 2024; Juodzbalis et al.
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Fig. 3. Kinematic emission line decomposition from simultaneous fit-
ting to PRISM (black) and G395M (grey) spectra. Top: Ha emission
and absorption complex. It is well-described by a broad Lorentzian pro-
file (blue; FWHM ~ 1400 km s™"), with weaker narrow emission (cyan)
as well as redshifted absorption (purple). The total G395M model and
residuals are shown in red. Bottom: Zoomed-in images of other strong
H and He features, also revealing a non-detection of the [O I1I] doublet
(see Table 1). Although (where possible) both dispersers were used in
the fitting, in the bottom panels we show only the PRISM model com-
ponents and total model (orange).

2024; D’Eugenio et al. 2025). It is likely that this absorption is
also present in other lines (e.g. HeT or HB; Wang et al. 2025;
Ji et al. 2025), but at the current signal-to-noise of the data (S /N)
and available spectral resolution we cannot establish whether
this is the case.

We therefore begin by focusing on the high S/N Ha line
complex in the G395M spectrum, using the Bayesian emis-
sion line fitting software unite described in Hviding et al.
(2025). Briefly, this builds on our prior fitting methods (as in
Wang et al. 2025, 2024a; de Graaff et al. 2025a) and therefore
robustly accounts for the undersampling of the JWST/NIRSpec
line spread function (LSF) through integration of the emission
line profiles. The error spectra are automatically rescaled to
match the measured scatter in the continuum blue- and red-ward
of the emission line. Moreover, our fitting accounts for calibra-
tion uncertainty in the NIRSpec LSF: we assume the LSF of
an idealised point source from de Graaff et al. (2024), but intro-
duce a nuisance parameter f sg by which the dispersion is multi-
plied to model both the systematic and measurement uncertainty
in the LSF; the prior for this nuisance parameter is a truncated
Gaussian centred at fisg = 1.2 and dispersion of 0.1, with min-
imum and maximum values of [0.9, 1.5]. As in Section 2.1, the
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probabilistic model is implemented in numpyro using the No U-
Turn Sampler to generate posterior samples.

Our fiducial model for the Ha complex, presented in Figure 3
and Table 1, assumes a broad Lorentzian and narrow Gaussian
emission component, a narrow Gaussian absorption component,
and a linear continuum. The redshifts of all components are
allowed to vary; we use uniform priors for the line widths and
fluxes. We have tested a range of model variations, which we
do not show but describe here, performing model comparison to
the fiducial model using the Widely Applicable Information Cri-
terion (WAIC; Watanabe & Opper 2010, although the Bayesian
Information Criterion yields indentical conclusions). First, we
find that a broad Lorentzian component provides a significantly
better fit over a broad Gaussian component2 (AWAIC = 39.8),
as was also found for the broad He line of A2744-45924
(Labbe et al. 2024). Second, although the flux of the absorp-
tion component is poorly constrained in our fiducial model, the
model with an absorption component is formally strongly pre-
ferred over one without (AWAIC = 27.6). Deep, high-resolution
observations would be needed to robustly constrain the kinemat-
ics and equivalent width of the absorber. Finally, we have tried
to include the [N1I] doublet in the fit (with fixed flux ratio of
1:2.95 for the doublet). This fit is weakly disfavoured compared
to the fiducial model (AWAIC = 3.76), and the flux of the [N 1II]
doublet is consistent with zero and all other parameters are con-
sistent with the values presented in Table 1.

Next, we perform simultaneous fitting to the PRISM and
G395M spectra to obtain emission line properties for a broader
suite of lines. The key benefit of this approach is that it lever-
ages the S /N of both spectra. We introduce two new parameters
in order to enable simultaneous fitting of multiple dispersers,
which are necessary due to systematic uncertainties in the flux
and wavelength calibration. Specifically, we fit for a flux off-
set between the G395M and PRISM dispersers as well as a
detector pixel offset, and set Gaussian priors on these parame-
ters based on the population average offsets from a large number
of spectra (for details on calibration issues and typical offsets,
see de Graaff et al. 2025a). We use the following setup for the
model: we assume a Lorentzian broad component, as well as a
Gaussian narrow emission component for the HB, Ha, Pa-o, Pa-
v, HeT y10830, and OT jg44¢ lines. For Ha we also add a Gaussian
absorption component. We further model the [OTII] 4449605008
emission lines with only a narrow Gaussian component, fixing
the flux ratio of the doublet to 1:2.98. Due to the modest S /N for
most emission lines, all narrow and broad line velocity widths
are tied together; the broad and narrow line redshifts are allowed
to deviate. We further assume a linear continuum in the region
around each emission line (15000 kms™).

The line fluxes from this joint fit are presented in Table 1,
and best-fit models are shown for the G395M (red) and PRISM
(orange) spectra in Figure 3. The narrow and broad component
redshifts and velocity dispersions of this joint fit are consistent
with our previous fit to the He line alone, and we therefore do
not list these separately. The [O 11T] and O I emission lines are not
significantly detected, which may imply a low metallicity or high
gas density (see Section 6.4), and we therefore provide the 95th
percentiles as upper limits. The total HS emission is detected at
the ~100 level, but its broad and narrow components are indi-

2 This difference in modelling likely also largely explains the differ-
ence between the broad He FWHM obtained here and the larger FWHM
measured by Taylor et al. (2025) for The Cliff (FWHM ~ 2300 km s,
who used a two-component Gaussian model.
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Table 1. Emission line properties.

Line fluxes
Line Flux (narrow) Flux (broad)
(108 ergs™'ecm™) (108 ergs™' cm™2)
HpB L7 3.87)0
[O 1] ja49605008  <1.5
Ha (emission) 13.033 61.6%)%
He (absorption)  —7.2*2%
OT ,8446 <0.5 <0.9
Pa-6 0.13%508 2.4’:813
Pa-y 0.159:18 5.2+04
HeT 30830 1.81’8:2 0.9’:8:2
He kinematic properties
Znarrow 3.548410 0001
Zbroad 3.5470%0 6003
Abzbsorb 49*2%kms™!
FWHM, 00w 478+ kms™'
FWHMitoud 1533+ 130 kmss™'
FWHM_psor 1337 kms™'

vidually poorly constrained due to the low spectral resolution of
the PRISM at ~2 um (R ~ 50).

4. Morphology

We previously (Section 2.1) established that The Cliff has a com-
pact morphology. However, it is challenging to quantify robustly
whether a LRD is extremely compact or truly unresolved, as
many high-redshift LRDs are very faint in the short wavelength
NIRCam filters that have the highest spatial resolution. Only for
a few objects has it been possible to obtain robust upper limits on
the size based on such rest-UV imaging (e.g. Furtak et al. 2024,
upper limit of <30 pc). Others have typically either assumed con-
servative upper limits on the size (e.g. the half width at half
maximum at 4 pm of <400 pc, Leung et al. 2024), or focused on
Sérsic profile fitting in the long wavelength NIRCam filters (e.g.
Baggen et al. 2023, 2024; Akins et al. 2024, resulting in size
upper limits of $100—200 pc). Because of its lower redshift, the
target of this paper is fortunately bright also in the reddest short-
wavelength NIRCam filter (F200W, probing rest-frame 0.44 um)
for which the PSF FWHM = 0.066".

The second uncertainty in modelling compact morphologies
is the PSF model itself, which is typically constructed empir-
ically from a stack of stars selected across the entire mosaic.
Therefore, it represents an average PSF that may deviate in
detail from the true local PSF due to small geometric distortions.
Here we use the empirical PSFs constructed using the methods
described in Weibel et al. (2024), with stars selected in the mag-
nitude range F200W ~ 19-24.5.

Serendipitously, a star of F200W = 25.1 lies ~1”" away from
The CIiff (see Figure 4). This star is too faint to have been
included in our empirical PSF model, but it is approximately
equally bright as the primary target (for which F200W = 25.3).
In other words, the nearby star provides an ideal test of our
empirical PSF model and Sérsic profile fitting.

We perform simultaneous fitting with pysersic as already
described in Section 2.1, modelling the foreground source, star,
and LRD with single Sérsic profiles, but now for the F200W
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Fig. 4. Left: NIRCam/F200W image (0.02” pix™') of The Cliff, the
nearby foreground source at a lower redshift of zyh = 2.8, and a star
of approximately equal magnitude (at a distance of ~1""). All sources
are modelled as single Sérsic profiles and fit simultaneously to account
for blending. Right: Posterior distribution of the effective radius of the
star is clustered at the edge of the prior, as expected for an unresolved
point source, while that of the LRD converges to a small value of
Temaj = 0.26 pix = 40 pc.

mosaic with a pixel scale of 0.02” (see Appendix A for the
MAP model and residual image). This time, the prior on the
Sérsic index ([0.65, 6.0]) and effective radius ([0.1, 100] pix) are
allowed to be broader. We find that if we use a lower bound of
Femaj = 0.5 pix, the posterior distributions of the star and LRD
are identical for the size, axis ratio and Sérsic index. However,
when we lower this bound to 0.1 pix these posteriors begin to
deviate. The axis ratios and Sérsic indices are consistent within
the uncertainties (Table 2), but the sizes differ significantly. In
Figure 4 we show that the posterior of the effective radius piles
up at the boundary of the prior for the star, which is expected for
an unresolved point source, and therefore can be interpreted as
a success of our empirical PSF model. On the other hand, the fit
to the LRD converges to a very small value of 7, ~ 0.26 pix,
corresponding to a physical major axis size of ~40 pc.

The LRD therefore could formally be considered to be
marginally resolved. However, it is also possible that a bright
point source dominates over a faint (more extended) host galaxy,
leading to a slightly resolved size when fitting a single Sér-
sic component. We further caution that the nearby foreground
source appears to have diffuse extended emission, and its mor-
phology deviates from a simple, symmetric Sérsic profile. This
residual flux may therefore bias the inferred size of the LRD
to higher values. Nevertheless, our Sérsic profile fitting does
provide a stringent upper limit on the size of <51pc (95th
percentile; or <58 pc, 99.7th percentile), which is substantially
lower than most upper limits for unlensed LRDs in current liter-
ature.

5. Stellar population modelling

We now turn to the physical interpretation of the SED, and ask
whether the observed Balmer break and spectral shape could be
explained by conventional stellar population models. A range of
models and codes have been used in recent literature to fit the
SEDs of LRDs, with varying degrees of success (as described
in Section 1). Here, we focus only on tools that are able to
fit spectroscopic data and on models that are able to produce
a sharp Balmer break. Specifically, we apply the modelling of
Wang et al. (2025, 2024a) and Labbe et al. (2024), but do not
consider their AGN-only or AGN-dominant models, as those

Table 2. Morphological properties.

Source  remaj (PIX)  Temsj (pC) axisratio  Sérsic index
0.021 32 0.30 0.32

star 0.117% 50 17.5777 0.417)55 0.927 5
0.050 7.4 0.29 0.42

LRD 02597 e 38.6%¢5 04775 L175055

were already shown to fail to produce strong enough Balmer
breaks for LRDs that are less extreme than The CIiff .

5.1. Prospector models

Following the methodology described in Wang et al. (2025,
2024a), we jointly fit the PRISM spectrum and NIRCam+MIRI
photometry with the Bayesian modelling software Prospector
(Leja et al. 2017; Johnson et al. 2021), using the dynamic nested
sampling code dynesty (Speagle 2020). Model spectra are red-
shifted using the best-fit redshift of Section 3.2 and convolved
to the NIRSpec/PRISM resolution using the model LSF of an
idealised point source of de Graaff et al. (2024). To account for
small mismatches between the flux calibration of the spectrum
and photometry, we allow for a constant rescaling (i.e. a zeroth-
order polynomial calibration vector) between the spectrum and
the photometry. We find that higher-order polynomials (n > 2)
lead to calibration vectors that are significantly model-dependent
in shape and amplitude, indicating that this vector corrects for
the mismatch between model and data rather than any real flux
offset between the spectrum and photometry. Emission lines are
not interpreted physically in the modelling, i.e. we fit broad
Gaussians for the HB, Ha, Pa-¢, Pa-y, and HeT lines with flux
ratios that are allowed to vary arbitrarily.

5.1.1. Galaxy-only model

We begin by fitting a model that includes a stellar population
component as well as emission lines, but no AGN component:
this is the galaxy-only model of Wang et al. (2025), and uses the
model setup and informative priors of the Prospector-8 model
described in Wang et al. (2024b). Briefly, this uses the Flexi-
ble Stellar Population Synthesis models (FSPS; Conroy & Gunn
2010), with MIST stellar isochrones (Choi et al. 2016; Dotter
2016) and the MILES stellar library (Sdnchez-Bldzquez et al.
2006), and assumes a Chabrier (2003) initial mass func-
tion (IMF; the possibility of IMF variations is discussed in
Section 6.3). The star formation history follows a modified ver-
sion of the non-parametric Prospector-a model of Leja et al.
(2017) with seven logarithmically spaced time bins that are opti-
mised for the high-redshift Universe. Dust attenuation follows a
two-component dust screen model (Charlot & Fall 2000) with
the flexible attenuation curve of Noll et al. (2009), and dust
emission is included using the models of Draine & Li (2007).
Moreover, a fraction of the stellar emission (fyodust) 1S allowed
to remain outside this dust screen. A complete description of the
model parameters and adopted priors can be found in Wang et al.
(2024b, Table 1) and Wang et al. (2025, Table 2).

The best-fit galaxy-only model implies a massive, post-
starburst galaxy (Table 3) and a dust attenuation law that is
extremely steep, with a dust index that reaches the edge of the
prior (minimum dust index = —1.0). Only the combination of
an evolved stellar population, with a low recent star formation
rate (SFR), extremely low metallicity yet strong dust attenuation
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Table 3. Stellar population fitting results.

Parameter Prospector Prospector Labbé et al. Labbé et al.
(galaxy-only/no AGN) (galaxy + AGN) (galaxy + AGN) (galaxy + AGN; extreme dust)

log(M../Mg) 10.586f8:82§ 10.39f8:8§ 10.53 lf‘&ggg 10~434t8:8}13

age [Gyr] O.90f8:j& 0.69f8:}} 0.65’:8:83 0.66f8218

log(Z/Z) -1.95%1 —1.84*008 —0.986+0.923 -0.83*03,

SFR [M yr™'] 7.3%49 0.43*02

log(t/yr) 6.970 7.0%0

Ay (stars) 163103 1.431003 1347002 106004

dust index —0.991j8:8(1)$ —O.97f818§ -1.8 —2.47fg:8‘2‘

Notes. The dust index corresponds the power-law slope for the Labbe et al. (2024) models. For the Prospector models it instead corresponds to
the corrective power-law slope to the Calzetti dust law (i.e. ¢ in the parametrisation of Noll et al. 2009).

can produce a strong Balmer break as well as faint UV emis-
sion. However, Figure 5 (top panel) shows that this is still not
sufficient to explain the observed spectrum, as significant resid-
uals remain blueward and redward of the Balmer break. Because
of the steep dust law, the model also slightly overpredicts the
emission in the rest-frame near-IR spectrum and photometry
(observed wavelength range of 4—8 um).

5.1.2. Galaxy + AGN model

Next, we add an AGN model to perform a composite fit, follow-
ing the procedure described in Wang et al. (2025). The intrin-
sic SED of this AGN accretion disc model is constructed from
piece-wise power laws with indices fixed to the best-fit values of
Temple et al. (2021). This SED is reddened by the same dust
law that is applied to the stellar population, and additionally
reddened by a second power law extinction curve of which the
slope and normalisation are allowed to vary. We further include
a model for the hot dust emission of an AGN torus, using the
CLUMPY torus model (Nenkova et al. 2008) as implemented
in FSPS (Conroy et al. 2009; Leja et al. 2018). The total AGN
model therefore introduces five new free parameters: three of
these parametrise the additional dust law (2) and optical depth
of the torus (1), and the remaining two quantify the flux ratio
between the galaxy and AGN at rest-frame 5500 A (fagn) and
ratio of the AGN mid-IR luminosity and the galaxy bolometric
luminosity (fagN.torus)-

These fits can be tuned in order to down-weight or up-weight
the galaxy versus AGN components, by setting different pri-
ors on fagn and the total mass formed. Wang et al. (2024a)
hence proposed three different model flavours, resulting in mod-
els with a minimal, medium and maximal stellar contribution,
with the maximal M, model yielding the greatest Balmer break
strengths. The priors used for the latter model are as described
in Wang et al. (2025, Table 2), with the exception of fagn and
the total mass formed, for which we assume a lognormal distri-
bution with ¢ = —3 and o = 1 and a log-uniform distribution
respectively.

Here, we present only this maximal M, model in Table 3
and Figure 5, although we have also tested the other variants,
finding significantly worse fits. The galaxy component domi-
nates at the Balmer break and in the rest-optical, and the AGN
only contributes substantially (although still sub-dominant) in
the rest near-IR. The dust law required is similarly steep as for
the galaxy-only model. Including the AGN component provides
a marginally better fit in the rest-frame optical (~2—4 pm) com-
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pared to the galaxy-only model, but still cannot fit the Balmer
break.

5.2. Labbé et al. composite model

Recently, Labbe et al. (2024) developed an independent full
spectral fitting approach tailored to a luminous LRD with a
strong Balmer break (the second strongest break in Figure 2).
This fitting shares some of the features of the Prospector
modelling, such as its Bayesian approach (performing nested
sampling with pymultinest; Buchneretal. 2014), and the
use of FSPS models with a Chabrier IMF. It differs in other
aspects, such as the fact that only the spectrum (i.e. no pho-
tometry) is used for fitting. Moreover, the star formation history
is parametrised as a delayed 7 model, and the dust model is a
power law with slope ¢ and variable normalisation. We use the
exact same priors as described in detail in Table 6 of Labbe et al.
(2024), with the exception of the dust law, for which we fix
6 = —1.8 (the lower bound of the prior range considered in their
work). We assess the choice of this dust law in Section 6.1.

The most important differences are in the AGN component:
this is modelled as a single power law continuum with vari-
able slope 8, and combined with a large suite of emission lines,
such as the Balmer and Paschen series (with relative intrinsic
fluxes assuming case B recombination), Fe IT emission, and other
lines commonly observed in AGN (e.g. Hel, Hell, Ne v, O1).
Depending on line species, the emission is broadened according
to the Ha line width or the narrow [OIII] emission. The AGN
emission is reddened by a power law of the same slope as the
dust law applied to the stellar population, but with a different
normalisation.

Three different models were constructed with these com-
ponents. The first model is a two-component blue+red AGN
(where the blue AGN component is an unattenuated fraction of
the red component), and the second a two-component galaxy
model without any AGN. Neither model was shown to success-
fully produce a strong Balmer break. We therefore focus only on
the third model here, which combines the two-component AGN
model with a single stellar component. We make one modifica-
tion to this model: because we do not observe any significant
metal lines in The CIiff (Section 3.2), we only include broad
hydrogen lines in this fit (neglecting HeI).

The resulting fit is shown in the third panel of Figure 5.
The best-fit AGN model is clearly substantially bluer than in
the Prospector galaxy + AGN model. Otherwise, the fit looks
remarkably similar to the two Prospector models, yielding a
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Fig. 5. Best-fit SED models and residuals (with respect to the PRISM spectrum) for four model variations, constructed as different mixtures
of (dust-reddened) stellar population and power-law AGN model components. These AGN models do not consider the possible reddening by
absorbing dense gas, which we explore in Section 6.4. The right panels show zoomed-in images of the region around the Balmer break. From top
to bottom: the fiducial galaxy-only model from Prospector; a galaxy + AGN model that maximises the stellar contribution, fit with Prospector
(the maximal M, model of Wang et al. 2024a); the galaxy + AGN model following Labbe et al. (2024), but fitting only hydrogen emission lines
instead of a forest of metal lines; the galaxy + AGN model of Labbe et al. (2024), but with an even steeper dust law (see Section 6.1). All four
models favour a massive post-starburst solution, with a very steep dust attenuation law and high optical depth. However, even with such extreme
dust, none of these models can produce the strong Balmer break and shape of the rest-frame optical SED, as is evident from the systematic (and
significant) features in the residuals blueward and redward of the Balmer break.
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massive post-starburst stellar population. As before, the combi-
nation of an older stellar population and a steep attenuation law
is required in order to produce a strong Balmer break. The model
fails in the same way as the Prospector models, as it does not
capture the magnitude of the observed Balmer break, resulting
in a systematic over- and under-prediction of the flux blueward
and redward of the break, respectively. The model also slightly
overpredicts the rest near-infrared, although the MIRI photome-
try was not included in the fit.

6. Discussion

We have shown that The CIiff has a highly unusual spec-
trum with a dramatic Balmer break that proves impossible to
reproduce with typical evolved stellar populations. While mas-
sive post-starburst galaxies typically show the strongest Balmer
breaks, as their SEDs are dominated by A stars, the exceptionally
strong Balmer break of The Cliff vastly exceeds measurements
of post-starburst galaxies at z > 3. Only a steep dust attenuation
curve can substantially increase this break strength. Therefore,
if the rest-optical luminosity were dominated by starlight, the
galaxy would have to be massive, strongly dust-attenuated, and
abruptly ceased star formation in the last few hundred million
years.

In what follows, we describe how we tested each of these
characteristics. We first considered whether a dust law necessary
to match the observed spectrum can be found, and whether it
is realistic (Section 6.1). Next, we asked whether a high stellar
mass within a very compact galaxy is plausible, by exploring
the consequences of high stellar mass densities on the galaxy
dynamics (Section 6.2). We then considered our assumption of
a universal IMF and the contribution of A stars to the spectrum
(Section 6.3), which underpins the SED modelling of Section 5.
Finally, we discuss possible alternative models for The CIiff, in
particular focusing on a new class of AGN-dominated models in
Section 6.4.

6.1. Peculiar dust

The primary point here to emphasise about the SED models
in Section 5 is that they imply an extreme, arguably implausi-
ble, combination of steep optical slopes and high optical depths
(Avy ~ 1.4-1.7) for the dust attenuation. With power-law slopes
0 ~ —1.8, the implied UV-optical slopes Ajsoo/Ay ~ 10, a
factor of ~2 steeper than any individual sightline in the SMC
(Gordon et al. 2003). Most important in the context of this work
is the reddening across the Balmer break, and instead of the
UV-optical slope we therefore measure the optical slope of the
dust law as the ratio of the attenuation at 3500 A and 5500 A
(A3s00/Av) in Figure 6. Clearly, both the galaxy-only model and
the two composite AGN+galaxy models discussed in Section 5
have considerably steeper optical slopes (30-60%) than the
Calzetti et al. (2000) dust law or the average Milky Way, SMC
and LMC dust curves (Gordon et al. 2003, 2009, measured using
the dust_extinction package of Gordon 2024).

Observations of large samples of galaxies (e.g. Salim et al.
2018), radiative transfer models (e.g. Chevallard et al. 2013, and
references therein), and hydrodynamical simulations (at fixed
grain composition, e.g. Narayanan et al. 2018) all show that such
steep dust curves only occur in concert with low optical depths
(Ay < 0.5), as the result of the star-dust geometry (for a review
see Salim & Narayanan 2020). Conversely, high optical depths
are observed and modelled only in systems with greyer attenua-
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Fig. 6. Optical dust attenuation slope across the Balmer break
(Ass00/Av) vs. the optical attenuation Ay. Radiative transfer mod-
els predict a strong correlation between the slope and optical depth
(Chevallard et al. 2013), which closely matches observed dust curves
(Gordon et al. 2003, 2009; Salim et al. 2018). The various black sym-
bols denote optical slopes and depths implied by the SED models of
The Cliff from Section 5 (medians are shown with 16-84 percentiles,
although these error bars are in most cases smaller than the markers),
which deviate strongly from this trend. The dust-reddened BH* model
is discussed in Section 6.4.

tion curves. The steep slopes and high optical depths of our SED
models therefore lie outside the parameter space of observations
and models so far (Figure 6), raising the question whether a suit-
able star-dust geometry or grain composition even exists that
could produce such an attenuation curve.

Dust laws that are even steeper, yet optically thick at rest
~4000 A, therefore appear physically implausible. Nevertheless,
we ask if allowing for such a dust law would yield a better fit
to the spectrum. We rerun our SED fitting for the Labbe et al.
(2024) composite AGN+galaxy model with the power-law index
as a free parameter, extending the lower bound of the prior on
the dust law slope to 6 = —2.5. The UV-optical (optical) slope of
this new bound is a factor of ~5 (~2) steeper than seen in SMC
sightlines, and difficult to produce also in hydrodynamical sim-
ulations that investigate the dust-star geometry (Narayanan et al.
2018; Salim & Narayanan 2020). The posterior distribution for
this model pushes against the boundary of 6 = —2.5 and with
high Ay ~ 1.2, a factor of ~10 greater optical depth than
expected for such a steep curve (Figure 6). The resulting model
is shown in the bottom panel of Figure 5, and provides the best
fit in the Balmer break region out of the four models presented.

However, significant residuals around the Balmer break
remain, even with this extremely steep (and likely unrealistic)
dust law. Previous studies of LRDs with strong Balmer breaks
had already demonstrated that steep dust laws and high optical
depths are necessary to fit the SED (Ma et al. 2025; Labbe et al.
2024; Wang et al. 2024a). But, the LRDs presented in these
papers had Balmer breaks a factor of ~2 less strong than that
of The Cliff, which in principle could be produced with the dust
laws considered in Section 5.

Because the Balmer break of The Cliff is so exceptionally
strong, we can now robustly conclude that massive stellar pop-
ulation models cannot fit the spectrum, even when considering
extreme dust laws.

6.2. Kinematics of ultra-dense stellar systems

Before we assess a key assumption in our SED modelling —
the shape of the IMF — we consider the implications that the
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Fig. 7. Left: Stellar mass density profiles of The Cliff (black solid and grey shaded areas respectively indicate 16-84 and 5-95 percentiles), a
selection of compact massive quiescent galaxies at z > 4 (cyan, blue, and purple lines; Carnall et al. 2023; de Graaff et al. 2025b; Weibel et al.
2025), and LRDs with strong Balmer breaks from the literature (orange and red lines; Baggen et al. 2024; Ma et al. 2025). The stellar mass
densities of LRDs, under the assumption that the rest-optical is dominated by stars, exceed the densities in the cores of massive quiescent galaxies
by an order of magnitude. Right: Stellar collision rate I'y, as a function of the core radius (as defined in the King model) and stellar mass of
the system, for a ~500 Myr old stellar population. The inner <50 pc of The Cliff can be well approximated with a King model of e ~ 20 pc;
the location of the star corresponds to the dashed line shown in the left panel. If the stellar mass is as high as implied by the SED modelling of
Section 5, we expect stellar collisions to occur at a frequency of ~5 yr~! (a factor of ~10° greater than for the Milky Way’s nuclear star cluster).

high stellar masses of our explored SED fits would have on the
galaxy’s dynamical properties. We found in Section 4 that The
Cliff appears very compact (rems ~ 40pc) and would have to
have a stellar masses of log(M,/Mg) ~ 10'04-106 (Table 3),
implying an extremely high mass density: the stellar mass sur-
face density within the circularised effective radius X.(< re) ~
6-9 x 10 M, pc~? exceeds the maximum value from observa-
tions and models of star clusters and galactic nuclei by over an
order of magnitude (Z.max ~ 3 X 10° Mg pc=2; Hopkins et al.
2010; Grudic¢ et al. 2019).

We deproject the Sérsic profile and estimate the 3D
mass density profile, p, following Bezanson et al. (2009). This
assumes spherical symmetry, and that the posterior distribution
of Section 4 reflects an accurate measurement of the source mor-
phology. The left panel of Figure 7 shows the median mass
density profile (solid black line), with 16-84 (5-95) percentiles
in dark (light) grey shading computed from 100 draws of the
posteriors of the Sérsic profile fit and a range in stellar masses
that bracket the different models of Table 3. We compare to the
mass density profiles of massive quiescent galaxies at z > 4
(Carnall et al. 2023; de Graaff et al. 2025b; Weibel et al. 2025,
cyan, blue, and purple lines), and also show the mass den-
sity profiles of LRDs with strong Balmer breaks, using stellar
mass estimates that assume the rest-optical is dominated by stars
(orange line; from Ma et al. 2025; Wang et al. 2024a) and size
measurements (or upper limits) from Furtak et al. (2024) and
Baggen et al. (2024, red lines). The CIiff is at least an order of
magnitude denser than the cores of high-redshift massive qui-
escent galaxies, but matches the inferred (under the assumption
that the optical is star-dominated) high stellar densities in some
LRDs.

Such high stellar mass densities would imply that the stellar
velocity dispersions are extremely high, with o, ~ 10> kms™,
as also discussed by Baggen et al. (2024). Guia et al. (2024)
proposed that such high densities would in turn result in a
system that is dynamically unstable to gravitational collapse,
and Bellovary (2025) suggest that tidal disruption events from

the resulting runaway collapse could explain the properties of
LRDs.

We consider both scenarios unlikely, at least for The CIiff.
First, tidal disruption events that show broad Balmer emission
lines typically have very blue SED shapes (reviewed in Gezari
2021), inconsistent with the observed SED of The Cliff. Second,
the crossing time of a collisionless stellar system f¢oss = R/ ~
10*5 yr for R ~ 10'2pc and v ~ 10* kms~'. Assuming that the
system comprises N = 10! stars of equal mass, the timescale for
dynamical relaxation (Eq. (1.38) of Binney & Tremaine 2008)
is

0.1IN

frelax = ~——Teross ~ 1077 Gyr,
relax lnN cross y

ey

and the core collapse timescale is approximately 7
0.2 X frelax 10'-2Gyr for such dense stellar systems
(Portegies Zwart & McMillan 2002), thus much longer than the
age of the Universe at z = 3.5.

However, in the above we have treated stars as point-like par-
ticles. If the density is very high, and the system contains a sig-
nificant fraction of evolved stars, we may expect stellar collisions
to occur. In the following, we quantify the rate of such collisions,
and explore whether there are observable consequences.

Generically, a local collision rate is defined via

~

1
Tlocal () = 5n(r>2A<vml>, 2)

where n(r) is the local number density [cm™3], A is the collision
cross-section [cm?] = X,(M/My)nR2, X, is the mean stellar disc
area per unit mass in solar areas per solar mass, and vy is the rel-
ative velocity between stars. Integrating over the whole system
leads to a total collision rate of

Tiotal = f Tioca (NATF2dr.
0
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Taking a King model for such dense stellar systems, one gets
n(r) = nyexp(—y(r)) for the density profile and

M = 47rm*f u(r)dr = 47Tm*nor21(w,)
0

for the total mass, where /(y;) is a dimensionless function of
the truncation parameter and m. is the average stellar mass. The
central velocity dispersion is related to the core radius: 0'30 =

47/9 Gm.nor2, .. This eventually leads to a total collision rate of

M 2 r -5/2
4 _ 7 core
Tow(yr™) = 3.7 x 10 “X*(IOSMO) (1PC) ’ v

for M in solar masses, rq in parsecs, and X, in solar areas per
solar mass. The constant @ =~ 0.1 arises from the King profile
(for a King parameter Wy = 7).

Next, we need to calculate the cross section (to direct stellar
collisions) per unit mass for a given stellar mass. For the vast
velocities under consideration here, gravitational focussing does
not dominate, and the cross section is simply geometric. We con-
sider Padova isochrones (with a Kroupa IMF) and integrate over
the full range of masses m: X, = f A,(m) Prroupa(m) dm, where

A.(m) = nR? is the area of a star with mass m. For populations
of several hundred Myr age we find values of X ~ 57R2 /M.
The right panel of Figure 7 shows the total stellar collision rate
as function of mass and core radius. For The Cliff, a King model
with 7eore = 20pc, M = 10037194 M (i.e. approximately half
the stellar mass implied by the SED models) and @« = -0.1
provides a good description of the inner density profile (black
dashed line); for X = 5 this leads to 'y ~ 4—6yr~!. Even for
the lowest stellar mass found in Section 5 and upper limit on the
size, we still find T'ipq = 1 yr‘l. Previously, such high-speed col-
lisions have only been considered for the immediate vicinity of
supermassive black holes (creating velocities of 21000kms™';
Ryu et al. 2024; Hu & Loeb 2024), where the collision rates are
dramatically lower (e.g. 107 yr~!, for the Milky Way’s nuclear
cluster).

What happens if the envelope of an evolved star is pierced
in a random spot, e.g. at R,/ V2, by a solar-type main sequence
star deserves, and quantitatively requires, hydrodynamical simu-
lations that are beyond the current scope. High-speed stellar col-
lisions have been simulated hydrodynamically in the literature
(e.g. Ryuetal. 2024), but not in the regime most likely here.
Instead, we can offer an order-of-magnitude toy scenario. The
main sequence star, acting at ~800kms™' as a ‘bullet’ pierc-
ing the evolved star’s envelope, will create a bow shock that
exceeds in extent the radius of the piercing star by a few times
(3—5x%). The material then swept up within a cylinder of 5 Ry
at a projected centre distance of 40R; in an evolved star of
R =~ 60R; and 3 M, will sweep about 0.01 M, of the material.
One can then envision that this material is heated to the virial
temperature of the collision, of about 5 X 107 K for a collision
at 800kms™', corresponding to a thermal energy of 1047 erg
and a blackbody peak in the X-rays at 4.5keV. How much of
this energy will be radiated away, and how much will drive the
expansion is unclear. The thermal energy alone could afford a
luminosity of 10*> erg s™! for a week, which is shorter than the
time between collisions and therefore might appear as X-ray out-
bursts. Although the expected luminosity is above the existing
X-ray flux limits for The CIiff (Section 2.3), we cannot defini-
tively rule out stellar collisions in this particular system due to
the likely time variable nature of the X-ray emission.
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These considerations leave open a number of fundamental
issues in considering such ultra-dense systems. Foremost, the
questions arise of how such systems could ever have formed
from an ISM and how stellar evolution proceeds in an environ-
ment of frequent stellar envelope piercing.

6.3. Variations in the initial mass function

Thus far, we have made the assumption that the IMF of the sys-
tem resembles that of the Milky Way. At higher redshifts, how-
ever, this assumption may no longer hold due to different condi-
tions of the interstellar medium. Top-heavy IMFs have recently
been explored as a solution to explain the discovery of extremely
massive and extremely UV-luminous galaxies at z > 6 (e.g.
Harikane et al. 2023b; Steinhardt et al. 2023; Woodrum et al.
2024; Cueto et al. 2024; Mauerhofer et al. 2025). Such IMFs
increase the ratio of massive to dwarf stars and therefore can
reduce the mass-to-light ratio (M/L). In the context of this work,
top-heavy IMFs are interesting because a higher fraction of stars
>1 Mg could also increase the Balmer break strength.

Exploring variations in the IMF in a self-consistent mod-
elling framework such as Prospector is challenging, and the
parameter space to explore (i.e. IMF parametrisation, star forma-
tion history, dust law) is potentially extremely large. We there-
fore take an empirical approach instead, and leverage the fact
that, ultimately, any stellar population synthesis model repre-
sents a weighted average of a large and diverse set of stellar
spectra. Moreover, because The Cliff shows an extremely strong
Balmer break and its blue rest-frame near-infrared SED is sug-
gestive of the Rayleigh-Jeans tail of a black body, it is reasonable
to assume that a single component (i.e. a narrow range in stellar
effective temperatures) dominates such a weighted average.

We therefore search for stars that most closely resem-
ble the SED of The Cliff in one of the most commonly
used stellar libraries for constructing SPS models, MILES
(Sanchez-Blazquez et al. 2006), which was also used in our
modelling in Section 5. To narrow down our search, we com-
pute Balmer break strengths for the spectra using the same def-
inition as in Section 3 and further inspect only those stars with
strong breaks. The distribution of break strengths is shown in the
top left panel of Figure 8 (blue). Although the shape of this dis-
tribution is arbitrary, i.e. it does not reflect our assumed IMF,
this reveals that the maximum possible break strength in the
stellar library ~4, significantly lower than the measured Balmer
break of The CIiff (black solid line). If we apply a Calzetti et al.
(2000) dust law with Ay = 1 (dashed purple), the break strengths
increase slightly, but there are still no stars that match the
observed Balmer break. We also apply the steep dust attenu-
ation of the galaxy-only Prospector model from Section 5.1
(red solid), which increases the typical Balmer break by a factor
of ~2 and yields a subset of stars with break strengths compara-
ble to The CIiff.

Next, we select the strongly attenuated stars with Balmer
breaks >5.5, which overlap with the 10 uncertainty of The CIiff.
The distribution of effective temperatures (top right) is bimodal:
the majority of stars have T ~ 4000K, and a smaller subset
is clustered at T.g ~ 8000 K. Upon visual inspection, we iden-
tify four types of stars and show a representative spectrum for
each type in the bottom panel of Figure 8 (where we have con-
volved the MILES spectra to the PRISM resolution at z = 3.5).
The stars with low Tt have the strongest breaks (up to a value
of ~8), and are giant stars with strong metal absorption features
blueward of 4000 A, leading to the well-known 4000 A break.
Although these giant stars do have strong Balmer breaks by the
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Fig. 8. Top left: Balmer break strength (from rest-frame [3620, 3720] A
and [4000,4100] A ranges) distribution for the standard MILES stel-
lar library (blue), and after applying a Calzetti dust law (with Ay = 1;
dashed purple), and the steep attenuation law from the Prospector
galaxy-only model (solid red). The black vertical line and shaded region
show the measured break strength and 1o uncertainty of The Cliff. Top
right: Effective temperatures of all MILES stars (blue) and the stars
that, after applying the steep dust law, fall within 10 of The CIiff (red).
Bottom: Representative sample of MILES spectra with strong Balmer
breaks, convolved to the PRISM resolution at z = 3.5 and normalised at
[4000,4100] A. Dotted and solid lines show the stellar spectra without
dust and with steep dust attenuation, respectively. In comparison to the
spectrum of The Cliff, K giants, main-sequence A stars and horizontal
branch stars fall short at <3645 A and >5000 A. Only massive super-
giants with steep dust attenuation can match the strength and shape of
the Balmer break (albeit with a mismatch at >5000 A), and suggests
that an extraordinary, top-heavy IMF would be required to explain the
rest-frame optical emission of The CIiff.

(broad) definition we have used, their spectral shapes clearly do
not match the SED of The CIiff.

At Ty ~ 8000-10000K main sequence A stars yield
Balmer break strengths <6.5 after applying steep dust attenu-
ation; horizontal branch stars in this temperature range show
marginally stronger breaks. In detail, however, Figure 8 shows
that these stars are not sufficiently blue at <3645 A and not red
enough at >5000 A. This is similar to our findings in the SED
modelling of Section 5. Importantly, it implies that, even if A
stars were to dominate the SED entirely, The Cliff cannot be
modelled as a normal post-starburst galaxy.

Intriguingly, we identify one star in the MILES library that
matches the Balmer break of The Cliff remarkably well (after
substantial dust attenuation; red line in Figure 8), although the
two spectra start to diverge at >4500 A Tts spectral type, F3 Ib,
corresponds to a yellow supergiant with T ~ 6700 K. Such
stars represent a brief phase (~10°~*yr) in the evolution of a
massive star (initial mass ~8—20M; e.g. Drout et al. 2009).

This suggests a stellar population with an extraordinarily
top-heavy IMF — coupled with a very steep dust law — may be

able to explain the SED of The Cliff. It would, however, require
a great degree of fine tuning of the star formation history to
achieve the right composition of A and supergiant stars needed to
match the spectrum, as the supergiant phase is extremely short-
lived and the presence of any O or B stars would wash out the
strong Balmer break. Importantly, such an IMF would drasti-
cally lower the M/L and hence also reduce the stellar mass den-
sity. We estimate the change in M/L (at 5500 IOA) for extreme
IMFs by constructing simple stellar populations for a range of
o-function IMFs in FSPS, attenuated by the same dust curve
as the Prospector galaxy-only model. To do so, the IMF is
parametrised by two power laws with a steep negative slope (y;)
for masses m < mg and positive slope (y,) for m > mg, with tran-
sition mass my = 2 Mg, (i.e. main-sequence A stars). For stellar
populations dominated entirely by A stars (y; = =50, v, = 50,
ages ~0.1-1 Gyr), the M/L is a factor of ~10 lower than for the
models of Section 5. If we allow for a larger fraction of massive
stars (by varying y, ~ 1-2), we find differences in M/L of a fac-
tor of ~10—-50 depending on the age. The lower mass density of
the system in turns implies a considerably lower stellar velocity
dispersion, by a factor of ~3—7 (o, ~ 100-200kms™").

Recent work by van Dokkum & Conroy (2024) proposed
that a so-called ski-slope IMF (i.e. a steep slope at <0.5 Mg, and
shallow slope at >1 M) could reconcile observations of mas-
sive galaxies at high and low redshifts, as such an IMF would
look top-heavy at high redshifts due to the higher fraction of
massive stars, while a large population of low-mass stars would
appear as a bottom-heavy IMF in observations of local early-
type galaxies. It may be possible to conceal a large population of
low-mass stars (<0.5 Mg) in The CIiff, but the increased number
density of both dwarf and giant stars in such a scenario would
also substantially increase the cross section of the stellar popu-
lation. Although a detailed calculation, with revised stellar mass
and hence velocity dispersion estimates, is necessary to deter-
mine the corresponding change in the stellar collision rate and
X-ray luminosity, it is likely that such a system would violate
current X-ray constraints.

We therefore conclude that it may be theoretically possible
to construct a star formation history, dust law, and top-heavy
IMF that reproduces the optical to near-IR continuum of The
CIiff (at a lower stellar mass density), but that the SED result-
ing from such a contrived setup would be short-lived and there-
fore extremely rare. Yet, the fact that a second source with near-
identical SED shape and luminosity has been found in the same
small survey area of ~200 arcmin? (Figure 9; Naidu et al. 2025)
appears to argue against these sources being rare transient phe-
nomena. In the following section, we therefore proceed to dis-
cuss alternative models that do not require any prominent stellar
component in the rest-optical.

6.4. A black hole star

In Section 3.2 we showed that the He emission complex of
The CIliff contains a broad Lorentzian component of FWHM ~
1500 kms~!. Although we do not detect any forbidden lines (e.g.
[O11]) and thus lack a strong constraint on the narrow line
kinematics, such a broad profile points to the likely presence
of an accreting black hole. Assuming the single epoch scaling
relation between black hole mass, Ha luminosity and He line
width of Greene & Ho (2005), we obtain a black hole mass of
log(Mgu/Ms) = 7.18*007: as we will discuss further below,
we do not include a reddening correction, but note here that
Mgy increases by 0.54 dex for Ay, = 2. The bolometric lumi-
nosity implied by the Ha line luminosity (assuming the scaling
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relations between Ly, Lsioo, and Ly, of Greene & Ho 2005 and
Shen et al. 2020), Lyo ~ 1 x 10¥ ergs™!, is a factor of ~5-10
higher than the bolometric luminosity implied by the 30 upper
limit on the soft X-ray luminosity, but consistent with the 30
upper limit from hard X-rays (see Section 2.3).

The high observed equivalent width of the broad He line,
EWngress ~ 400 A, suggests that AGN emission must also
account for a substantial fraction of the rest-optical continuum.
However, in Section 5 we showed that typical AGN models, i.e.
blue SEDs described by piece-wise power laws, cannot repro-
duce the spectrum of The CIiff even after strong dust attenuation.
The difficulty in finding a suitable AGN model is that it needs to
fit the Balmer break region, produce a red rest-optical contin-
uum, yet a comparatively blue rest-frame near-IR. The absence
of X-ray emission as well as hot dust emission in the mid-IR (at
least out to rest 4 um) pose additional challenges.

Interestingly, our exploration of the MILES stellar library
in the previous section showed that some stellar spectra (to
first order) are a good match to The CIiff. Inayoshi & Maiolino
(2025) recently proposed that dense gas clouds in the vicinity of
an AGN accretion disc could mimic some of the conditions of a
stellar atmosphere, such as the high gas density (n ~ 10° cm™),
resulting in a strong Balmer break and Balmer absorption lines.
Jietal. (2025) implemented such a model in the photoionisa-
tion software Cloudy (Ferland et al. 2017) and showed that an
incident AGN spectrum transmitted through a slab of dense gas
with high turbulent velocity can indeed produce both a strong
Balmer break and strong Balmer absorption. They hence showed
that, after applying an SMC attenuation law with Ay = 2.1, this
results in a reasonable fit to the spectrum of the triply imaged
LRD A2744-QSO1 of Furtak et al. (2024), with a Balmer break
that is slightly stronger than observed. Although the Balmer
break of A2744-QSO1 (shown in Figure 1, red line) is less strong
(by a factor of 2) than that of The CIiff, the two sources do
share some other characteristics, such as luminous and broad
Balmer emission, very weak [O TIT] emission, and narrow Balmer
absorption.

6.4.1. Dust-reddened BH* models struggle in the infrared

Such a model, hereafter referred to as a black hole star (BH*),
may therefore also be a good description of the extremely strong
Balmer break and absorption in the Ha line seen in The CIiff.
Although this term has some similarities to the quasi-stars pro-
posed in the past to explain the rapid growth of light seeds into
intermediate-mass black holes (e.g. Begelman et al. 2006, 2008),
the BH* model does not necessarily imply spherical symmetry,
hydrostatic equilibrium, or require the collapse of pristine gas.
During the writing of this paper Naidu et al. (2025, hereafter
N25) discovered a source (named MoM-BH*-1) with a near-
identical spectral shape to The Cliff in the same imaging area
of the UDS, but at zg,ec = 7.76. We show in Figure 9 that these
sources differ only by a factor of ~2 in luminosity, although the
Balmer emission of MoM-BH?*-1 is a factor of ~2 broader in
width. As discussed in detail in N25, the spectrum of MoM-
BH*-1 can be well described with an AGN-dominated model
in which a shell of dense gas (i.e. with a high covering frac-
tion, for simplicity set to 100%) surrounds the accretion disc of
a massive black hole. In what follows, we will use the modelling
framework presented in their work. Briefly, the free parameters
of this model consist of the gas density (ny), column density
(Nu), metallicity (log Z), ionisation parameter (log U), and the
turbulent velocity (vy); the AGN accretion disc spectrum uses
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the default AGN models of Cloudy, parametrised by the temper-
ature of the big blue bump and three power laws. The transmitted
spectrum is then computed with Cloudy, where in practice the
3D spherical shell model is simplified to a slab of gas, and both
the continuum and line emission from the dense gas itself are
taken into account. Lastly, we note that, because only a finite
number of hydrogen energy levels are computed, there is an arti-
ficial emission line at ~3650 A from the blending of higher-order
transitions.

The parameter space of these BH* models is high-
dimensional, and directly fitting for the best model is at present
not feasible. We therefore start by examining a BH* model that
is broadly similar to the one proposed by Ji et al. (2025), with
ng = 10%cm™3, Ny = 10%*cm™2, log(Z/Zy) = —1.5 and
logU = —1.5. A high turbulent velocity (vy = 500km s")
is needed to produce the EWs of the Balmer absorption fea-
tures seen in MoM-BH*-1. Whether this is also needed for The
CIiff is unclear, primarily due to the poorly constrained absorp-
tion feature in the G395M spectrum (Section 3.2). For the pur-
pose of this paper we therefore focus only on the shape of the
continuum and defer a detailed modelling of the emission lines
and Balmer absorption to a future study with deeper G395M
data (GO-7488; PI: A. Weibel). The incident AGN spectrum is
described by T = 10° K and ax = —1.5, ayy = 0.5, @px = —1.5
for the X-ray, UV and X-ray to optical power-law slopes, respec-
tively. This model was drawn from a large grid (~10° mod-
els) and chosen to produce a qualitatively similar spectral shape
(Balmer break strength, UV and optical continuum slope) as
Ji et al. (2025). The model is normalised to the spectrum of The
Cliff by the luminosity at rest [4000,4100] A and convolved to
the PRISM resolution at z = 3.55.

The intrinsic BH* model (top panel of Figure 9; dark green
line) has a Balmer break strength ~4, stronger than that of any
star with T.g > 6000 K explored in Section 6.3, and therefore
performs better than the stellar population models attempted
before. However, the model slightly overpredicts the rest-UV
emission, and severely underpredicts the emission in the rest-
optical and near-IR. We next apply an average SMC dust law
with the low optical depth observed in the SMC (Ay = 0.5;
Gordon et al. 2003). This model (top panel, green line) pro-
vides a remarkably good fit in the rest-frame UV and up to
rest ~4200 A, but falls short at longer wavelengths. Following
Jiet al. (2025) we also show the SMC attenuation with Ay = 2,
although we caution that this dust law suffers from exactly the
same problems discussed in Section 6.1, as the steepening of
the SMC dust law has been shown to arise from a specific star-
dust geometry at low optical depth (e.g. see Chevallard et al.
2013; Salim & Narayanan 2020). The light green line shows this
attenuated model, providing an excellent match to the region
around the Balmer break (~3645-4800 10\), and a reasonable fit
out to Ha. The rest-UV emission is nearly completely absorbed,
although this could be remedied, for example, by invoking a low-
mass star-forming host galaxy outside of the hydrogen envelope
or allowing for scattered light from the AGN by lowering the
covering fraction.

More importantly, this strongly dust-reddened BH* model
reveals a critical issue in the rest near-IR, as the flux at wave-
lengths beyond He deviates significantly from the observed
spectrum. This issue is not apparent in either of the NIRSpec
spectra modelled by Jietal. (2025) and N25, as both their
objects are at z ~ 7—8 where NIRSpec provides coverage out
to the rest-optical and only MIRI data is able to constrain the
rest IR. With complete coverage from X-ray wavelengths to the
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Fig. 9. NIRSpec/PRISM spectra of The Cliff and MoM-BH*-1 (zspec = 7.76; Naidu et al. 2025). They are remarkably similar in shape, and only
differ by a factor of ~2 in luminosity. Top: BH* star model of a blue incident AGN spectrum (ax = —1.5, ayy = —0.5) with high column density
of Ny = 102 cm™2 (rescaled to the rest [4000,4100] A flux of The Cliff and convolved to PRISM resolution) yields an intrinsically strong Balmer
break (dark green) that matches the spectrum better than any of the stellar spectra explored (Figure 8). Steep dust curves are required to match
the shape of the spectrum blueward of ~4200 A (green), and high optical depths are needed to be able to match the curvature of the rest-optical
spectrum (light green, orange). However, such strongly dust-reddened AGN models result in a severe discrepancy in the rest near-IR. Bottom:
Increased absorption from dense gas (Ny = 10% cm™2) results in extra reddening of the spectra without the need for dust (blue line), but the
Balmer break of this model does not match the spectrum. A UV-weak incident AGN spectrum (ax = —0.5, ayv = —0.1) can produce a strong
Balmer break as well as a redder rest near-IR, although small mismatches in the IR remain even after modest dust attenuation (red lines). This
suggests a redder intrinsic AGN spectrum (as predicted by some super-Eddington accretion disc models), or additional component in the SED

such as (super)massive stars, is needed to explain The CIiff.

rest mid-IR, The CIliff therefore provides a unique test-bed for
future BH* models.

6.4.2. Alternatives to dust reddening

The question arises of what is needed in order to fit the SED
of The CIliff. The fact that the BH* model is able to fit the
rest-UV and Balmer break (up to ~4200 A) with minimal dust
attenuation is encouraging, and suggests that this class of models
may provide a reasonable description of the underlying physics.
However, the discrepancy in the rest-optical and near-IR clearly
indicates that some modification is necessary. It is possible to
achieve extra reddening in the near-IR with a dust law steeper
than that of the SMC, as shown in the top panel of Figure 9
(orange line). But, invoking such a dust law with high optical
depth is problematic (see Section 6.1), and still cannot produce
a spectrum that simultaneously matches the rest-optical and
near-IR. It may also be difficult to reconcile strong dust attenu-
ation with the non-detection of hot dust in the mid-IR, and we
find that The CIiff is also not detected in archival Spitzer/MIPS
and Herschel/PACS data (obtained from S. McNulty

et al., in prep.), although deep far-IR observations would
be needed to robustly constrain the presence of substantial
warm or cold dust. Setton et al. (2025) report simultaneous mid-
and far-IR observations for two different luminous LRDs and
show that the maximum IR luminosity limits are in tension
with models that invoke strong dust attenuation. Similarly, deep
far-IR observations of (bright) LRDs at z ~ 3-7 thus far by
Xiao et al. (2025) and Akins et al. (2025b) reveal no (cold) dust
continuum emission. Only Barro et al. (2024b) report a compact
red source that is well-detected in the mid- and far-IR indicative
of hot dust, although this source does not yet have a spectro-
scopically confirmed v-shaped rest-UV to optical continuum
or broad Balmer line, and it is therefore unclear whether this
is a LRD. Under the assumption of energy balance, the BH*
model attenuated by an SMC dust law with Ay = 2.0 would
yield an IR luminosity of 10''? L, which is only 0.5 dex below
the 30 limit on the total IR luminosity for LRDs measured in
Setton et al. (2025, after normalising to rest 6000 10\), and thus
detectable with ground-based sub-mm facilities.

We therefore propose that the AGN SED may be intrinsically
red (at rest-optical wavelengths), rather than dust-reddened. This

A168, page 15 of 20



de Graaff, A, et al.: A&A, 701, A168 (2025)

could be achieved by increased reddening from dense absorb-
ing gas, i.e. by increasing the gas density. The bottom panel
of Figure 9 shows the same BH* model as before, but for
a higher density of ny = 10""cm™ and Ny = 10*°cm™
(blue line). This results in a redder rest-optical and rest near-
IR continuum, but the resulting Balmer break is not sufficiently
strong. Alternatively or in addition, the accretion disc spectrum
could be redder than that of typical AGN, which has been pre-
dicted by some super-Eddington models (e.g. Abramowicz et al.
1980; Jiang et al. 2014, 2019) and, separately, models of accret-
ing black holes inside dense gaseous envelopes (i.e. quasi-
stars) have been linked to super-Eddington accretion (albeit
for lower black hole masses, e.g. Volonteri & Begelman 2010;
Coughlin & Begelman 2024). Moreover, super-Eddington accre-
tion has also been suggested as a solution to the observed X-
ray weakness of LRDs (Lambrides et al. 2024; Yue et al. 2024,
Ananna et al. 2024; Inayoshi et al. 2024), although the presence
of extremely dense (Vg = 10?° cm~2), Compton-thick gas in the
BH* model may alone be sufficient to explain such X-ray weak-
ness. Using the bolometric luminosity and black hole mass esti-
mated from the broad Ha line under the assumption that local
scaling relations apply to The CIiff, we obtain an Eddington
ratio Lypo/Leqa ~ 1.3. However, as no source similar to The
Cliff has been discovered before, it is unclear that commonly
used scaling relations can be applied. The broad wings of the
Lorentzian line profile may be due to other processes, such as
resonant scattering (see N25) or electron scattering (Laor 2006;
Rusakov et al. 2025), and would imply that the broad line width
does not reflect the kinematics of the broad line region. The black
hole mass may therefore be severely overestimated (by up to
~2dex), which in turn would strongly increase the Eddington
ratio (Lbol/Ledd ~ 10, N25)

Two models are shown in the bottom panel of Figure 9
(red lines) for extremely very high column densities (Ng =
10?6 cm~2) and AGN spectra that have shallower X-ray and UV
slopes (ax = —0.5, ayy = —0.1, apx = —1.5), corresponding
to the fiducial model parameters of N25. These intrinsically red-
der models provide a better match to the overall shape of the
rest-optical and near-IR continuum. Nevertheless, small yet sig-
nificant mismatches in the near-IR (rest ~0.8—1.2 um) remain,
even after modest dust attenuation (SMC law with Ay = 0.6). In
our initial exploration of the large parameter space spanned by
the AGN and gas properties, we tested only a limited variety of
AGN models (spanning a grid of 10% models). It is therefore pos-
sible that a better model does exist in a larger parameter grid, but
we defer such a detailed empirical investigation of the intrinsic
AGN SED to a future paper.

The fact that none of the BH* models presented above can
match the spectrum of The CIiff in detail could also imply that
we are missing a key ingredient, such as a stellar component.
For instance, AGN models with intrinsically red SEDs have
been proposed in the past which do not require super-Eddington
accretion rates, but instead impose a heating of the outer accre-
tion disc by (super)massive stars (e.g. Sirko & Goodman 2003,
although these models may be too luminous in the mid-IR).
More generally, we have so far assumed that an accretion
disc powers the BH*, but in principle any powerful ionising
source inside the dense gaseous envelope could produce a strong
Balmer break and luminous emission lines.

Nuclear star clusters, possibly surrounding a massive black
hole, may contain such a large population of massive stars with
hard ionising spectra: observations of the nuclear star clus-
ter in the Milky Way have revealed an extremely top-heavy
IMF (Bartko et al. 2010; Lu et al. 2013). If such a nuclear star
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cluster also contains supermassive stars, which are expected to
have modest effective temperatures and hence red spectra (e.g.
Martins et al. 2020), this may also help to explain the rest near-
and mid-IR SED of The Cliff. Interestingly, the formation of
nuclear star clusters and the growth of massive black holes have
been demonstrated to be tightly linked, and runaway collisions
in nuclear star clusters have long been proposed as a formation
channel of massive black holes (for a review, see Neumayer et al.
2020). Goodman (2003) showed that massive stars could even
form in the outer accretion disc of a massive black hole, and
therefore could be encompassed in the same dense gaseous enve-
lope. To what extent the stellar emission would contribute to the
SED, and whether this scenario can produce the broad symmet-
ric Balmer emission lines is currently unclear. Moreover, ded-
icated models are needed to assess the effects of stellar feed-
back on the dense gas in such a system and determine whether
this would be a short-lived phase or a stable mode of star for-
mation. Considering the high number density of LRDs (e.g.
Kokorev et al. 2024), a predominantly AGN origin of the rest-
optical to near-IR SED of The CIiff therefore appears most plau-
sible at face value, but stellar emission cannot yet be ruled out,
and may even contribute substantially.

7. Conclusions

We present a detailed investigation of The Cliff, a luminous LRD
at Zgpee = 3.55 with an extremely strong Balmer break discov-
ered in RUBIES. With high-quality JWST/NIRSpec PRISM and
G395M spectroscopy from RUBIES, JWST/NIRCam and MIRI
imaging from the PRIMER survey, and archival Chandra X-ray
data, it is one of the few (bright) LRDs with complete spectro-
photometric coverage from X-ray to mid-IR wavelengths. Cou-
pled with its highly unusual SED, The CIiff provides a crucial
stress test of stellar population and AGN models.

The spectral and morphological properties of The CIiff
present a complex puzzle:

— The SED is characterised by a Balmer break that exceeds
the break strengths of z > 3 massive quiescent galaxies and
LRDs published thus far by a factor of 2. Together with a
(weak) blue UV slope, this gives rise to the v-shape typically
observed in LRDs. The PRISM spectrum (extending to rest
1.2 um) and MIRI photometry (rest ~2—4 um) reveal a blue
SED in the near- and mid-IR, indicating there is no evidence
of hot dust emission at least to rest <4 um.

— The PRISM spectrum reveals a suite of Balmer, Paschen,
and He I emission lines, but no significant metal lines, point-
ing to low-metallicity or high-density gas. The G395M spec-
trum kinematically resolves Ha and various Pa lines, show-
ing broad Lorentzian profiles (FWHM ~ 1500kms™') as
well as a narrow redshifted absorption feature in the He line.
If we assume this originates from the broad-line region of
an AGN and use low-redshift single-epoch black hole mass
scaling relations, the He line translates to a black hole mass
Mgy ~ 1 X 107 M,.

— Sérsic profile fitting to NIRCam F200W imaging shows that
the source is extremely compact, but possibly marginally
resolved compared to a nearby star. The single-component
Sérsic model converges to e maj ~ 40 pc, with a robust 20
upper limit of re a5 < 51 pc.

— We do not detect any significant X-ray emission in either soft
or hard X-ray bands (rest ~1-10keV and 10-30keV).

We perform spectrophotometric fitting to rigorously test current
state-of-the-art stellar population, AGN, and composite models.
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— We demonstrate that SED models in which a galaxy (i.e.
evolved stellar population) dominates the rest-optical con-
tinuum systematically overpredicts the flux blueward, and
underpredicts the flux redward of the Balmer break. This
remains the case even when including an AGN component
in the model, and when allowing for extremely steep dust
laws with unusually high optical depths.

— The ill-fitting star-dominated SED models favour a massive
(log(M./Mg) ~ 10104-106) " reddened post-starburst solu-
tion. We show that the implied extremely high stellar mass
density (o ~ 10° Mg pc™3) would lead to frequent stellar col-
lisions between giant and main-sequence stars with a colli-
sion rate of ~5 yr", which may produce detectable bursts of
X-ray emission.

— By exploring stellar spectra, we demonstrate that main-
sequence A stars alone cannot produce the Balmer break and
shape of the rest-optical SED, even after attenuation with
steep dust laws. Altering the IMF slope to boost the relative
number of A stars is thus not sufficient to explain the SED.
Only an extremely top-heavy IMF with a significant frac-
tion of supergiants — in combination with a strong and steep
dust attenuation curve, and a highly contrived star forma-
tion history — can simultaneously produce a strong Balmer
break and red rest-optical continuum. But, we estimate that
such an IMF would also lower the stellar mass density by
>1 dex, and reduce the stellar velocity dispersion by a factor
of >3.

We therefore conclude that the rest-optical and near-IR contin-
uum of The CIiff cannot originate from a massive, evolved stellar
population with an extremely high stellar density. Crucially, this
is the first LRD for which such a strong conclusion can be drawn
solely by analysing the SED.

Instead, we argue that the most plausible model is that of a
luminous ionising source reddened by dense, absorbing gas in
its close vicinity. Currently the only model capable of producing
both the strength and shape of the observed Balmer break is that
of a black hole star, in which an AGN accretion disc is embed-
ded in turbulent dense gas. Such a model would also naturally
explain the observed absorption in the Ha line. The BH* models
are still in an early phase of development. We show that recently
proposed dust-reddened BH* models (with ng = 10'°cm™= and
Ny = 10%* cm™2) can provide a good fit to the rest-optical, but
severely overpredict the rest near- and mid-IR. We therefore pro-
pose that the AGN spectrum may be intrinsically red, i.e. intrin-
sically luminous in the rest-optical in addition to strong redden-
ing from very dense gas (ng ~ 10" cm™3; Ny ~ 10*6 cm™2), and
show that such a BH* model currently provides the best match to
the rest-optical to mid-IR of The CIiff. Possibly, an intrinsically
red spectrum could be explained by less conventional accretion
disc models, for instance by invoking super-Eddington accretion
(which in turn would imply that our black hole mass estimate
is highly uncertain). Alternatively, (super)massive stars formed
within the dense gaseous envelope may also contribute to the red
continuum emission, but models for such a nuclear star cluster
scenario are yet to be explored.

The CIiff presents the strongest direct evidence to date that
the Balmer break and rest optical to near-IR SED in LRDs can be
dominated by emission from an AGN, rather than evolved stellar
populations, although many open questions regarding the black
hole and host galaxy properties remain. Because of its compara-
tively modest redshift, the high-quality spectrophotometric cov-
erage of JWST extends over a wide rest-frame wavelength range.
These stringent constraints make The CIiff the ideal benchmark
for future AGN and BH* models.
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Appendix A: JWST/NIRCam and MIRI photometry

We show the JWST images, MAP models from pysersic
(Section 2.1), and image residuals (computed as data—model) of
all NIRCam and MIRI images. Specifically, Figure A.1 shows
the MIRI image cutouts and results from the morphological fit-
ting. Figure A.2 presents the F200W NIRCam image, model
and residual for the higher pixel scale of 0.02” pix~' used in
Section 4. The NIRCam images and fitting results at pixel scale
of 0.04” pix~! are shown in Figure A.3 for all 8 NIRCam filters.
We find that the Sérsic profile fitting performs well across all
wavelengths, with only minor residual features remaining.

We use these models to determine the total integrated flux
of The CIliff, presented in Table A.1. Moreover, we quantify to
what extent the flux at the position of the NIRSpec microshutter
aperture originates from The CIiff versus the foreground source.
To do so, we first measure the shutter aperture flux from the
individual NIRCam images. We account for uncertainty in the
pointing accuracy of JWST by applying random spatial shifts,
using 500 draws from a Gaussian distribution with a dispersion
of 0.025” (Rigby et al. 2023). Next, we perform the same aper-
ture measurements (including the same spatial shifts) for the
model image of The CIiff alone; to at the same time account
for uncertainties in the morphological fitting, we generate 500
model images drawn from the posteriors of the pysersic fits.
The ratio of these aperture fluxes is shown for the 8§ NIRCam
filters in Figure A.4. The CIiff clearly dominates the emission
across all wavelengths (> 80%), and accounts for 100% of the
flux redward of the Balmer limit.

We therefore conclude that there is no contamination from
the foreground source within the NIRSpec aperture at > 2 yum.
At < 2um there may be slight contamination (at the < 20%
level), but this does not significantly affect any of the modelling
or conclusions — which rely on the flux at > 2 ym — in this work.
The Balmer break strength could be even higher than measured
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Fig. A.1. JWST/MIRI images of The Cliff and its nearby lower-redshift
neighbour for all available filters. We show the MAP models from the
point source + Sérsic profile fitting for each filter as well as the residu-
als.
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Fig. A.2. JWST/NIRCam F200W image at 0.02” pix~' of The CIiff, its
nearby lower-redshift neighbour, and the nearby star. We show the MAP
model as well as the residuals.

from the spectrum, by at most 25%, but this is subdominant to
the large measurement uncertainty shown in Figure 2.

Table A.1. NIRCam and MIRI photometry of The Cliff obtained with
pysersic (Section 2.1).

filter S (udy)
NIRCam/FO90W  0.0148+00024
NIRCam/F115W  0.028+0004
NIRCam/F150W  0.0269*0.9022
NIRCam/F200W  0.322+002
NIRCam/F277W  1.090+0004
NIRCam/F356W  1.334+0005
NIRCam/F410M  1.597*0011
NIRCam/F444W  1.725*0012
MIRI/F770W 1.54+0.03
MIRI/FIS00W  1.96*03
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Fig. A.3. IWST/NIRCam images (0.04” pix™") of The CIliff and its nearby lower-redshift neighbour for all available filters. We show the MAP
models from the Sérsic profile fitting for each filter as well as the residuals. The central NIRSpec shutter is plotted for reference.
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Fig. A.4. Ratio of the flux measured from the Sérsic model of The CIiff
to the observed NIRCam image within the rectangular aperture of the
NIRSpec microshutter. Error bars reflect both the uncertainty in the Sér-
sic fitting and the exact pointing location of JWST. Emission from The
Cliff dominates (> 80%) the total observed flux at all wavelengths, and
accounts for ~ 100% of the total emission redward of the Balmer break
(> 2um).

A168, page 20 of 20



	Introduction
	Data
	Imaging
	Spectroscopy
	X-ray

	Spectral properties
	Balmer break
	Emission lines

	Morphology
	Stellar population modelling
	Prospector models
	Galaxy-only model
	Galaxy+AGN model

	Labbé et al. composite model

	Discussion
	Peculiar dust
	Kinematics of ultra-dense stellar systems
	Variations in the initial mass function
	A black hole star
	Dust-reddened BH* models struggle in the infrared
	Alternatives to dust reddening


	Conclusions
	References
	JWST/NIRCam and MIRI photometry

